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Foreword

In 1970, the world’s largest learned society focused on aging underwent 
a schism that persists to this day. Denham Harman, one of the foremost  
American gerontologists of that era, had become so incensed at the flight 
from translational work—or even, to judge from public pronouncements, 
translational aspirations—of nearly all his colleagues that he felt it neces-
sary to found the American Aging Association in direct competition with the 
Gerontological Society of America, which had overseen the field for the pre-
vious quarter-century.

Was that a good move? This excellent volume provides a fitting affirma-
tive answer. The American Aging Association languished in genuine obscu-
rity and neglect for over 20 years, but by 2000 it had risen to a much greater 
degree of respect, and it has since become arguably the most prestigious 
society in the field worldwide, without ever losing sight of its intervention- 
focused roots. It has done so because of real progress in the laboratory: prog-
ress that has shifted other communities to a more translation-friendly stance 
rather than the other way around.

The pharmacological approach that dominates the following chapters is by 
no means the only option available to the biomedical gerontologist; in partic-
ular, my own work and that of SENS Research Foundation is focused mainly 
on stem cell and gene therapies. But it remains apparent that pharmacolog-
ical interventions, simply by virtue of being so much easier to administer,  
are of immense value even if they only provide much lesser benefit to the 
average older person than more exotic alternatives, not only because even 
modest benefit is better than nothing, but also because the latter will not be 
available for a while and the former can act as a bridge to them.

The first and last sections of this book are no less important. Biogeron-
tology runs the same risk as any science, of becoming an echo-chamber 
immune to the need for interaction with wider society. Biologists of aging 
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are perhaps even more duty-bound than any scientists, in consequence of 
the humanitarian importance of their field, to avoid falling into such a trap. 
It is therefore laudable that Vaiserman has chosen to invite chapters covering 
the pros and cons of both the feasibility and the desirability of significant, 
near-term success in the age-old quest to extend our youth. As one who has 
dedicated his life to that mission, I can attest that the best way to further it 
is to discuss it.

Enjoy these chapters as much as I have. They jointly constitute a com-
prehensive and invaluable primer in the current state of pharmacological 
anti-aging medicine.

Aubrey de Grey
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Preface

Over the last few years, anti-aging medicine has received increasing atten-
tion in both public and scientific communities. Public interest in this area of 
research is largely driven by media attention related to recent developments 
in regenerative medicine and genome modification technologies. Probably 
the most famous example of that is the case of Elizabeth Parrish, the CEO 
of Seattle-based biotech firm BioViva, who claims that she had managed 
to reverse her own aging process with CRISPR gene editing technology by 
receiving a treatment targeting two gene loci, one a gene controlling telo-
mere length and the other to protect against loss of muscle mass with age. 
Even though no confirmation has been received so far on whether or not 
this technology successfully changed her genome, many safety, ethical and 
regulatory issues are raised from this case. First of all, this concern is related 
to possible side effects associated with the use of this technology, primar-
ily cancer. In this respect, using the more conventional pharmacologically 
based approach seems a reasonable alternative, particularly since many nat-
ural and synthetic agents have shown great potential for promoting health 
and longevity in numerous animal models. Among them, the most attention 
is currently drawn to rapamycin, resveratrol and the antidiabetic drug met-
formin. The last one was recently approved by the FDA to be examined in the 
Targeting Aging with Metformin (TAME) clinical trial to establish whether 
it may reduce the risk for aging-associated pathologies, such as cognitive 
impairments, cardiovascular disease and cancer, in non-diabetic persons. If 
successful, the TAME study would be the first demonstration that a particu-
lar drug can prevent or delay the onset of aging-associated chronic human 
disorders. It might provide a novel regulatory pathway for further clinical 
trials of pharmaceuticals specifically designed to slow the aging process.

The present volume is the first one devoted entirely to the pharmacolog-
ical aspects of anti-aging medicine. It provides a comprehensive overview 
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of current research aimed to search for natural and synthetic compounds 
that can potentially be developed as drugs for treating aging-related chronic 
pathologies and, ultimately, for healthy life extension. In the first section 
of the book, the basic conceptual and methodological aspects of modern 
anti-aging medicine are described. The next sections are concerned with 
the main classes of lifespan-promoting agents, such as antioxidants, calorie 
restriction mimetics, epigenome-targeted drugs and phytochemicals with 
health-promoting properties. In the subsequent sections, the strategies for 
translation of research findings in the field of anti-aging medicine into clin-
ical and healthcare practice as well as opportunities and challenges related 
to the implementation of such approaches are discussed. This volume con-
stitutes a comprehensive collection of chapters written by leading experts in 
the field. It will be a relevant and useful resource not only for professional scien-
tists and clinicians, but also for scientifically interested amateurs wishing  
to know more about the current research in anti-aging pharmacology.

Finally, I would like to acknowledge Dr Oksana Zabuga for the helpful 
assistance in preparing the manuscript of this volume, as well as the edito-
rial staff at the Royal Society of Chemistry, especially Harriet Manning and 
Rowan Frame, with whom I had the good fortune to work on this project, for 
their patience and encouragement.

Alexander M. Vaiserman
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1.1  Introduction
Human longevity dramatically increased during the last century when imple-
mentation of vaccinations, disinfectants and antibiotics led to a substantial 
reduction  of  infectious  diseases  as  a  leading  cause  of  death.1  The  decline 
in mortality among the elderly has continued over the past few decades. It 
is most probably owing to preventative  factors, such as  improved diets, as 
well as exercise and reduction in smoking.2 If current demographic trends 
continue then 20% percent of the global population of 9 billion will be over 
the age of 60 by 2050.3 As a consequence, most modern nations are under-
going  rapid  population  aging.  Although  the  life  expectancy  has  enhanced 
dramatically in modern generations, this process has, nevertheless, not been 
accompanied  by  an  equivalent  increase  in  healthy  life  expectancy.4  Since 
aging is a primary risk factor  in most chronic disorders,  the prevalence of 
age-associated disorders, such as type 2 diabetes, neurodegenerative disease, 
cardiovascular disease, osteoporosis and cancer, rises considerably with the 
increasing average age in populations of developed countries, representing a 
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great socio-economic challenge. It is estimated that there will be more than 
30 million people over the age of 80 will be in the U.S. by 2050; about half of 
them will suffer from different forms of dementia, and at least 3 million of all 
adults will be diagnosed with Parkinson's disease.5 The expected prevalence 
of age-associated conditions will have substantial consequences  for  future 
society, including increased financial and psychological burdens for families 
and greater pressure on government health care programs and entitlement 
budgets.6,7  The  demographic  trend  consisting  of  an  increasing  proportion 
of aged people in the populations of developed countries likely explains the 
dramatic  increase  in  the  interest  of  the  lay  public  and  country  leaders  in 
research in the field of biogerontology.8

1.2  Human Life Extension: Concerns and 
Considerations

Investigations  aimed  at  human  life  extension  have  traditionally  raised 
concerns that it can lead to the growth of the older population segment and, 
consequently, to the high prevalence of ageing-associated chronic patholo-
gies. Numerous experimental studies have, however, demonstrated that life 
extension is usually accompanied by delayed or reduced morbidity, includ-
ing cardiovascular  disease,  neurodegeneration, and  tumors.9  There  is  also 
increasing evidence from epidemiological studies, which is consistent with 
the findings from animal models. For example, centenarians,  in particular 
those who live in so-called ‘Blue Zones’ (five regions in Europe, Latin America, 
Asia and the US with unusually high concentrations of centenarians), have 
been not only shown to exhibit exceptional longevity but also often remain 
free from disability and chronic diseases until very advanced age.10

The compression of morbidity has been the primary strategy in gerontol-
ogy and geriatric research during the last few decades. This strategy claims 
that we may  limit morbidity  to a shorter period closer  to  the natural end-
ing  of  life,  thus  reducing  the  burden  of  illness  and  disability  by  delaying 
the  age  at  onset  of  major  age-associated  chronic  disorders.11  Geroscience, 
a novel branch of geriatric medicine, is centered on healthspan extension.12 
Extension of healthspan is a crucial component of achieving ‘optimal longev-
ity’, defined as living long, but with good health and quality of life, includ-
ing  improved  functioning,  productivity  and  independence.11  Attempts  to 
increase  healthspan  are  currently  focused  on  slowing  the  basic  biological 
processes  accompanying  aging,  such  as  mitochondrial  dysfunction,  cellular 
senescence,  age-related  decline  of  stress  resistance,  dysregulated  cellular 
energy  sensing  and  growth  pathways,  impaired  proteostasis,  deteriorated 
stem  cell  function/bioavailability,  as  well  as  oxidative  and  inflammation 
stress.13,14 All these processes interfere with the normal physiological cellu-
lar signaling pathways, demanding compensatory adjustments with aging to 
maintain homeostasis. At a certain age, however, these compensatory mech-
anisms  become  exhausted  and  different  aspects  of  aging  are  manifested, 
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thereby  increasing  the  risk  for  functional  decline  and  the  onset  and  pro-
gression of chronic diseases.15 Therapeutic strategies to combat aging and 
age-related diseases are a part of an investigation field commonly referred to 
as ‘anti-aging medicine’. Anti-aging medicine has emerged as a new special-
ization in medical practice at the beginning of the 1990s. Over the past few 
years, it has become an increasingly discussed and debated topic.16 Its main 
purpose  is  to prolong both healthspan and  lifespan by specific regimes of 
exercise and dieting, as well as by advanced biomedical interventions aimed 
at slowing, stopping or reversing the aging process.17,18

Traditionally, the process of aging is believed to be ‘natural’ and therefore 
inevitable. However, in the view of many authors, the idea that aging is an 
indefeasible  part  of  human  nature  is  quite  questionable.19  In  accordance 
with many modern evolutionary theories, aging has emerged as a by-product 
of evolutionary processes and does not have a specific function.20 If aging is 
really not an intrinsic, irrevocable component of life, then it could be manip-
ulated similarly  to other processes  that are generally deemed to be unnat-
ural or pathological. The major assumption underlying anti-aging research 
is that age-associated senescence may be regarded as a pathophysiological 
phenomenon  that might be prevented or even reversed.21 Modern anti-ag-
ing medicine promotes biomedical technologies and approaches that have 
the potential to delay or postpone aging processes.2 The success obtained in 
this research field is greatly attributed to the increasingly broad application 
of omics-based approaches, such as genomics, transcriptomics, proteomics 
and metabolomics.22 Through the implementation of these technologies, a 
better understanding has been achieved regarding the key molecular and 
cellular  pathways  involved  in  the  aging  process,  including  inflammation, 
proteostasis,  autophagy,  mitochondrial  efficiency  and  nutrient  signaling, 
and  regarding  the  most  effective  interventions  to  counteract  age-related 
senescence.23,24  The  impetuous  progress  in  highlighting  the  mechanisms 
underlying  aging  and  longevity  and  first  successful  pharmacological 
interventions  to  extend  healthy  lifespan  in  different  model  organisms 
indicate that the aging process is malleable.

1.3  Anti-Aging Pharmacology: Promises and Pitfalls
The  development  of  pharmacological  agents  targeting  aging-related  func-
tional declines and pathological manifestations (‘anti-aging drugs’) is now in 
the spotlight in geroscience. An exponential growth of research in the field of 
geriatric pharmacology, including the study of prospective anti-aging drugs, 
has been observed over the past 20 years.25 The first step in the process of 
drug development is known to involve the selection of druggable targets.26 
The situation when gene targets are determined by the study of genetic varia-
tions linked to either gain-of-function or loss-of-function phenotypes is espe-
cially useful because these targets can be considered as those that have been 
reliably validated.27 Over the last two decades, a number of genetic pathways 
have  been  identified  that  play  an  unequivocal  role  in  control  of  the  aging 
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process and longevity;28–30 all these genes represent attractive drug targets. 
Currently, many pharmacological agents targeting the putative mechanisms 
of aging are under development.

Taking  into account  the extraordinary complexity of  the mechanistic path-
ways  underlying  the  aging  process,  the  recognition  of  these  pathways  and 
development of anti-aging interventions seems a challenging task. Significant 
progress has, however, been achieved in the last few years in this research field. 
A  number  of  pharmacological  agents  with  the  potential  to  target  particular 
aging-associated pathways and to produce protective responses against age-re-
lated  pathologies  are  currently  under  investigation.  In  recent  years,  several 
classes of bioactive chemical agents and nutraceuticals have been shown to have 
potential therapeutic efficacy in anti-aging medicine.3,31 In experimental stud-
ies, many substances have been identified as having life-extending properties. 
Among  them  are  calorie  restriction  mimetics,  such  as  resveratrol,  rapamycin 
and  metformin,32,33  antioxidants  (vitamins  A,  C  and  E,  quercetin,  melatonin, 
coenzyme  Q10,  etc.),34  autophagy  inductors,  such  as  spermidine,35,36  senolyt-
ics,37 phytochemicals, e.g., curcumin, genistein, catechins and epigallocatechin 
gallate (EGCG),38 and several other natural and chemical compounds. In recent 
years, modern biotechnological approaches have been used for developing novel 
anti-aging pharmaceutical applications. For example, the coupling of curcum-
in-based nanoparticles with  the Tet-1 peptide, which has affinity  for neurons 
and possess retrograde transportation properties,39 as well as mitochondria-tar-
geted antioxidant SkQ1,40 have been recently explored as promising therapeu-
tic applications for the treatment of Alzheimer's disease. Over the last decade, 
consistent  evidence  has  also  been  reported  for  the  role  of  epigenetic  factors, 
including DNA methylation, histone modifications and microRNA regulation, 
in the aging process as well as in the pathogenesis and progression of age-re-
lated diseases.41,42 A lot of hope is being pinned, therefore, on pharmacological 
agents targeted to the epigenetic regulation of gene activity, such as inhibitors of 
DNA methyltransferases and histone deacetylases, including sodium butyrate, 
trichostatin A, sodium 4-phenylbutyrate and suberoylanilide hydroxamic acid.43

It should, however, be noted that all agents that can be classified as potent 
anti-aging therapeutic compounds are multi-functional and targeted at mul-
tiple signaling pathways mediating aging. Moreover,  the evidence  remains 
limited  regarding  the  overall  health  benefits  of  these  substances,  includ-
ing epidemiological studies exploring the consequences of their  long-term 
intake for human health. Furthermore, there is evidence that uncontrolled 
intake of some anti-aging agents can be useless or even harmful. For exam-
ple,  the consumption of antioxidants  is considered as quite reasonable by 
many  researchers,  especially  in  the  cardiovascular  research  area.44  The 
appropriateness  of  antioxidant  intake,  however,  still  remains  a  matter  of 
debate.  Meta-analysis  of  observational  studies  and  randomized  controlled 
trials  conducted  in  well-nourished  and  healthy  populations  demonstrated 
that antioxidant supplementation may be associated with undesirable conse-
quences for health and all-cause mortality.45 Another example is the fact that 
supplementation  with  several  promising  pro-healthspan  compounds  can 
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in some cases trigger insulin resistance. This applies to substances such as 
rapamycin46 and statins.47 Therefore, people should use them with caution 
and only with careful medical monitoring.

Another  method  of  anti-aging  drug  discovery  is  evaluating  the  pharma-
cological agents already approved by the FDA and other regulatory agencies 
for treatment of particular conditions associated with aging, such as statins, 
metformin, beta-blockers, renin-angiotensin-aldosterone system inhibitors, 
thiazolidinediones,  and  anti-inflammatory  medications.48  These  classes  of 
drugs are commonly used in the treatment of patients with various chronic 
medical conditions and their efficacy and safety have been proven in many 
clinical trials. They have also been shown to improve health, physiological 
functioning and well-being in middle to old age patients with chronic disor-
ders.49 Such agents are presently not used in the treatment of age-associated 
physiological dysfunctions in the absence of clinical manifestation of disease. 
However, these medications might theoretically be redirected to treating or 
preventing conditions or syndromes typically associated with aging.

Le Couteur et al.50 noted in their review that ‘despite the potential profits 
and the extraordinary capacity of drug discovery technology, there is a paucity 
of new drugs in the development pipeline, particularly for those medications 
that are likely to be highly profitable because they are used long term and by 
a large proportion of the population.’ The longevity dividend, i.e. an idea that 
extending healthy life by slowing aging is the most efficient way to combat 
the  fatal and disabling pathologies  that plague us  today,51 may provide an 
opportunity to revitalize the drug development pipeline. Indeed, by delaying 
the aging process per se,  it  likely would be possible  to prevent or delay all 
age-associated pathologies rather than to overcome them one by one, which 
is the current approach of the disease-based paradigm in drug development. 
Furthermore,  prevention  of  a  particular  age-related  chronic  disorder,  e.g., 
cardiovascular disease, will apparently have only a modest effect on the pop-
ulation life expectancy because comorbidity, e.g., cancer, will to a great extent 
substitute the reduction in mortality risk caused by preventing the targeted 
pathology. The main idea of geroscience is that preventing the clinical man-
ifestations of all age-related diseases as a group by inhibiting the basic aging 
mechanisms can be far more effective than preventing the individual chronic 
disorders.11,49  A  recent  analysis  conducted  by  Goldman  et al.52  demon-
strated  that  substantial  socio-economic  benefits  might  be  derived  from 
this approach in comparison with current public health strategy targeted to 
prevention of particular disorders. According to this analysis, the economic 
impact of delaying aging and increasing healthspan in the US is estimated at 
∼7 trillion dollars over the next fifty years. Hence, it is obvious that discov-
ery of new drug targets based on biogerontological research represents an 
incredible opportunity for the pharmaceutical and healthcare industries.53 
Currently,  the  consensus  among  physicians  and  health  professionals  that 
the  optimization  of  physiological  and  mental  functioning  throughout  the 
life course should be a major emphasis of any contemporaneous biomedi-
cal policy addressing global aging. A healthy lifestyle comprising proper 
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nutrition and physical activity represents the first-line function-preserving 
strategy. Pharmacological compounds, both existing and potential, can serve 
as a prospective complementary approach.48

1.4  Concluding Remarks and Future Directions
To summarize, it can be assumed that targeting aging per se can be a more 
effective  approach  to  postponing  or  preventing  age-related  disorders  than 
treatments targeted to specific pathological conditions. Because of the aging 
population,  such a  therapeutic  strategy  is undoubtedly an area of  increas-
ing  relevance  for  the  pharmaceutical  industry  and  public  health  organiza-
tions. As has been recently emphasized by Longo et al.,54 ‘the time has come 
not  only  to  consider  several  therapeutic  options  for  the  treatment  of  age- 
related comorbidities, but to initiate clinical trials with the ultimate goal of 
increasing  the  healthspan  (and  perhaps  longevity)  of  human  populations, 
while respecting the guiding principle of physicians primum non nocere.’ In 
modern pharmacy, anti-aging is likely one of the most prospective markets 
because the target group can potentially  include each person. Several sup-
plements, such as resveratrol, are already advertised in the pharmaceutical 
market  as  “anti-aging  pills”.55  Very  promising  in  this  regard  is  rapamycin 
(also known as sirolimus), which is already approved by the FDA as an anti-
biotic  and  immunosuppressant  drug.  Current  marketing  research  demon-
strates  that  most  people  are  willing  to  pay  for  long-term  pharmacological 
therapy to prevent or delay the aging-related decline in physical and mental 
functions.50  Recent  sociological  surveys  show  a  great  desire  for  extended 
life and health in the US and worldwide. In most of the surveys conducted 
until now,  the cautious attitude  to  life extension was a consequence of an 
erroneous equation of extended life with a prolonged period of age-related 
functional decline and frailty. When continued health was stipulated in the 
questionnaire design, responses significantly favored longer life. In the sur-
vey by Donner et al.,56 20% of  respondents wished  to die at  the age of 85, 
whereas 42% wanted to have an unlimited lifespan. Despite the widespread 
misconception that implementation of anti-aging medicine would increase 
the proportion of chronic patients in modern societies, it in fact would lead 
to reducing the ratio of unhealthy to healthy population since it would result 
in delaying the onset of age-related pathological conditions. In other words, 
it may lead to a decrease of biological age (i.e., old individuals will become 
biologically  younger)  and  to  an  increase  of  the  age  of  disability,  thereby 
increasing  the  retirement  age  and  enhancing  revenues  without  enhancing 
taxes.57 Optimistic predictions of the feasibility of health- and life-extending 
interventions, however, should certainly be critically discussed in terms of 
their ethical, economic and social implications. Only after in-depth examina-
tion and following comprehensive debates will the implementation of such 
approaches in clinical practice be possible.
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2.1   Introduction
Whether a given condition is labelled as a disease or not can depend on a 
number of factors—including linguistics. For example, in one survey people 
were asked of 60 different conditions whether they considered them to be a 
disease or not.1 The study found that alcoholism was seen as a disease, but 
smoking not. In some ways this is an odd finding since both—broadly speak-
ing—elicit dependence symptoms, involve substance abuse and are detri-
mental to health in the long-term. Plausibly, this quirk reflects the choice of 
words employed in the survey. Perhaps if the terms used had instead been 
drinking and nicotine addiction, the classification would have come out the 
other way around.

Difficulties of classification also affect aging. For example, if one went to 
the doctor and asked for a prescription for anti-aging drugs, their response 
would likely be surprise, amusement or perhaps mild irritation. This is 
because aging, in the medical field, is not regarded as a disease.
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The question of what exactly is meant by “anti-aging drugs” is complicated 
by several factors. First, linguistics, and the problem that the word “aging” 
has more than one meaning. Second, the question of whether aging is a dis-
ease. Thirdly, problems relating to what counts as an anti-aging interven-
tion. These issues will be reviewed here briefly and a serving definition of the 
meaning of anti-aging suggested. This builds on previous work that attempts 
to define anti-aging interventions.2–10 We will then present an attempt at a 
broad and general description of the biological basis of aging, to offer the 
beginnings of an etiological basis for the understanding of senescence as a 
disease syndrome. Then, in the main part of this chapter, we examine how 
the aging vs. disease question is presented in general medical textbooks.

2.1.1   What Does “Aging” Mean?
The word aging acts as a stumbling block in discussion because it has mul-
tiple meanings that are sometimes conflated. The main, distinct meanings 
are:
  

 ● The passage of time (calendar aging).
 ● Time-dependent alterations, usually in adult living organisms, but also 

inert objects (age changes).
 ● Cumulative deteriorative changes in adult organisms leading to patho-

logy and death (senescence).11–13 Senescence is one type of age change.
  

An unfortunate additional source of confusion is that the word senescence 
also has a second meaning, as introduced by Leonard Hayflick, that of 
cellular senescence. This refers to a specific type of cellular change where the 
proliferative capacity of cells is lost and a pathogenic hypertrophic pheno-
type appears. Confusion between these two meanings can, in some contexts, 
be avoided by use of the term organismal senescence to contrast with cellular 
senescence. However, it seems likely that the two meanings of senescence 
will continue to generate confusion. Replacement of cellular senescence with 
another term would solve this problem.

Thus, the English language is a hindrance in that the multiple meanings 
of aging impede understanding. Not all languages have this problem; for 
example the Russian stareniye (старение) means, essentially, senescence. For 
people, age changes include maturational changes, such as the attainment of 
wisdom, and character development. In this sense, an anti-aging drug would 
be highly undesirable; clearly, the interest is in anti-senescence (or geropro-
tectant) drugs, where senescence is meant in its original sense, not the sense 
of cellular senescence.

2.1.2   Is Aging a Disease?
Human senescence manifests as a wide range of deteriorative changes, 
including some that are debilitating and sometimes fatal (e.g. cardiovascu-
lar disease, cancer and dementia) and some that are not (e.g. greying of hair 
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and wrinkling of skin). In medicine, a conceptual division is made between 
the former, as diseases for which aging is a risk factor, and the latter, which 
are not pathological but rather manifestations of normal aging.14–16 Here, 
aging itself is viewed as a natural and non-pathological process. However, 
this division and the notion of normal aging is problematic in a number of 
respects. For example, the designation of particular senescent changes as 
normal or pathological has been controversial, as illustrated by the transfer 
of late-onset Alzheimer’s disease and osteoporosis from the former to the lat-
ter category.5 Moreover, from a biological perspective, senescence, a biologi-
cal process whose defining characteristic is deterioration, is a fundamentally 
pathological process, identifiable as damage accumulation, degeneration, 
loss of function, and emergence of numerous disease states that can cause 
suffering and death. At present there exists some division between perspec-
tives on aging in the medical and scientific domain. In the former the con-
cept of normal aging is more prevalent, whereas in the latter there are more 
doubts about the existence (or meaning) of “non-pathological senescence”.

As a contribution to this debate, we present here an attempt at a disease 
definition of aging. Ideally, a disease definition will include a full descrip-
tion of the disease etiology. In the case of aging this is not possible since the 
biological mechanisms that cause senescence are only partly understood. 
This definition does not pretend to encompass the views of all biogerontolo-
gists, and it surely will not do so. We hope that its faults will incite others to 
develop better definitions.

2.1.2.1  An Attempt at a Broad Account of the Etiology of 
Senescence

Organismal senescence manifests as diverse pathologies, including neuro-
degenerative diseases, cardiovascular disease and cancer, as well as minor 
pathologies such as skin wrinkling, and encompasses the etiologies of these 
conditions. There is no single etiology of organismal senescence, but rather 
multiple causes that generate a number of syndromes and unitary diseases. 
Thus, aging is a disease super-syndrome. These etiologies are predomi-
nantly the result of inherited predisposition, but environmental factors that  
promote damage and injury also play an important role, often through 
effects on the expression of predispositions (e.g. mechanical injury to joints 
can contribute to osteoarthritis).

Insofar as it is genetically determined, organismal senescence is a form 
of genetic disease, but of a special kind, as follows. According to contempo-
rary medical understanding, a genetic disease is the result of a mutation in 
a gene that disrupts its evolved function, changing the gene from wild type 
to mutant, thereby disrupting biological function and causing pathology. By 
contrast, the inherited predisposition to organismal senescence is largely 
specified by wild-type genes. This seemingly paradoxical claim makes sense 
in the light of the evolution of aging.

Until the middle of the last century, aging was viewed as an adaptation that 
benefited the species by removing worn out, old individuals. This view is still 
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quite common among the general public, but it is incorrect. According to modern 
evolution theory, natural selection moulds gene action to optimize reproductive 
success, not longevity. Natural selection can favour genes that increase repro-
ductive success in early adulthood even though they might promote pathology 
in later ages—so-called antagonistic pleiotropy (AP).13 This means that although 
organismal senescence is not an adaptation, it is genetically programmed: late-
life action of genes that bring us into existence eventually cause our death.17

Evolutionary theory predicts that senescent pathologies arise from late-
life action of many genes. Animal model research has shown that some 
genes specifying central regulators of growth and development (i.e. com-
mon to most cell types) are AP determinants of multiple age-related patholo-
gies, including some that contribute to late-life mortality. Inhibiting late-life 
effects of these genes can lead to amelioration of a wide spectrum of late-life 
pathologies—typically delaying their onset (decelerated aging). Thus, within 
the broader AP genetic predisposition one can define discrete genetic etiol-
ogies leading to syndromes of age-related pathology. For example, late-life 
accumulation of senescent cells (sensu Hayflick) and, particularly, mTor- 
activated gene expression in these cells appears to contribute to development 
of multiple age-related pathologies; research in mice suggests that these 
pathologies include atherosclerosis, the three major classes of cancer 
(carcinomas, sarcomas, lymphomas), glomerulosclerosis, cardiomyocyte 
hypertrophy, cardiac dysfunction, lipodystrophy and cataractogenesis.18,19

In conclusion, organismal senescence is a disease multi-syndrome, a set 
of syndromes and unitary diseases. The main underlying cause is wild-type 
genetic pre-disposition, in which respect it is etiologically distinct from 
most other diseases. However, standard etiologies (e.g. microbial pathogens, 
injury, gene mutations) do play a major role in organismal senescence, par-
ticularly when programmed aspects of aging increase predisposition to their 
pathogenic effects.

2.1.3   What is an Anti-Aging Intervention?
If one rejects the traditional dichotomy between normal aging and aging-associ-
ated diseases, then the meaning of anti-aging becomes problematic. If the aging 
disease super-syndrome is understood as the sum of senescent pathologies and 
their causes, this suggests that any treatment of any senescent pathology could 
be understood to be an anti-aging treatment. This is problematic because treat-
ments for existing senescent pathologies (e.g. chemotherapy for late-life cancer 
or hip replacement operations) do not conform with the objective of improving 
late-life health by intervening in aging itself. This critical, central aim of bioger-
ontology seems diluted or lost within such a redefinition of anti-aging.

In response to this, a new definition of anti-aging has been proposed9 to 
retain the utility of the term. Here, anti-aging refers specifically to the pre-
ventative approach to improving late-life health. By this view, anti-aging  
treatments are interventions that counteract any etiology of organismal 
senescence. Based on the above account, two basic types of anti-aging 
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treatment can be distinguished: those that act upon late-life AP etiologies 
(e.g. rapamycin); and those that prevent causes of pathology for which 
AP-generated senescence is a prerequisite (e.g. sunscreen, to prevent pre-can-
cerous lesion formation).

A further difference in this proposed new understanding of anti-aging is 
that it is based on the understanding that there is no one etiology of senes-
cence. This means that no treatments inhibit the totality of aging, only parts 
of it. Consistent with this, anti-aging treatments with efficacy in animal mod-
els can improve late-life health and extend lifespan but not prevent aging 
altogether. This type of outcome is sometimes described as decelerated aging, 
but this is likely to be an imprecise description; more exactly, interventions 
of this sort impact the etiology of a cluster of senescent pathologies that limit 
lifespan—not the aging process overall.

According to the new definition of anti-aging, any preventative approach 
to senescent pathologies is an anti-aging treatment, whether the etiologies 
involved generate a broad or a narrow range of pathologies (defining broad 
vs. narrow geroprotectants). This means that not only are (potential) broad-
sense interventions such as dietary restriction and mTor inhibition anti- 
aging interventions, but so also are narrow-sense interventions, such as the 
use of sunscreen to prevent sun damage to skin and the use of toothbrushes 
to prevent dental decay. By this view, dentists and, particularly, dental hygien-
ists are narrow-sense anti-aging practitioners.

2.1.4   Aims of this Study: How is the Aging vs. Disease 
Division Represented in Medical Textbooks?

Do healthcare professionals regard aging as a disease, as a normal process, 
or as something entirely different? How much emphasis does medical educa-
tion put on the process of aging? To explore these issues, we have taken two 
approaches. Firstly, we examine several previous studies that examine atti-
tudes of health care professionals towards aging. Secondly, we explore what 
medical students are taught about aging. One may suppose that the rejection 
of the aging vs. disease dichotomy by many biogerontologists is informed 
by their study of the biology of aging, including reading the views of other 
biogerontologists. Similarly, the belief in the aging vs. disease dichotomy 
common among doctors is presumably attributable, at least in part, to what 
they learn in medical school. Important determinants of the frameworks of 
ideas within scientific and professional fields are the reference textbooks 
that are used for undergraduate teaching.20 We have conducted a preliminary 
investigation of what medical students are taught about the relationship 
between aging and disease, analyzing 14 widely used textbooks of general 
medicine. We wished to discover to what extent textbooks argue that aging 
is distinct from disease and, if so, to examine the arguments and evidence 
presented for such a claim. For reference and comparison, Table 2.1 presents 
a selection of quotes arguing against the aging vs. disease dichotomy, many 
from biogerontologists.
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Table 2.1    Selected quotations arguing against the aging vs. disease dichotomy.

Charcot, 1881, 
p. 20 43

“The textural changes which old age induce in the organism some-
times attain such a point that the physiological and pathological 
states seem to mingle by an imperceptible transition and to be 
no longer sharply distinguishable.”

Kleemeier, 
1965,  
p. 55 44

“Can the effects of aging per se be distinguished from those of 
pathology? (…) to attribute to aging all time associated changes 
to which no specific cause can be found is at best a temporary 
holding tactic which will suffice only as long as we are ignorant 
of the mechanism involved. Time alone causes nothing.”

Hall, 1984,  
p. 78f 45

“Attempts have been made by numerous workers to separate physi-
ological from pathological aging. The two are, however, so inter-
related as to make attempts relatively abortive. It would be far 
more relevant to accept the existence of a continuum of ageing 
phenomena.”

Rattan, 1991, 
p. 526 46

“Although it is well known that most diseases show marked 
increases with age, the connection between the ageing process 
and the incidence of age-related diseases is highly underesti-
mated. Recent developments in gerontology are unearthing the 
molecular link between ageing and disease.”

Holliday, 1995, 
p. 138 47

“…The distinction between so-called natural ageing and the pathol-
ogies that are common in old people is artificial. What we see is 
an increasing likelihood of many diseases in individuals as they 
age, which does not, of course, mean that all individuals develop 
all the pathologies.”

Callahan and 
Topinkova, 
1998, p. 94 2

“In short, not only does aging lend itself to be characterised as a 
disease, but the advantage of doing so is that, by rejecting the 
seeming fatalism of the label ‘natural’, it better legitimises 
medical efforts to either eliminate it or to get rid of those 
undesirable conditions associated with it.”

Guarente and 
Kenyon, 
2000,  
p. 261 3

“When single genes are changed, animals that should be old stay 
young. In humans, these mutants would be analogous to a nine-
ty-year-old who looks and feels forty-five. On this basis we begin 
to think of ageing as a disease that can be cured, or at least 
postponed.”

Caplan, 2005, 
p. S75 6

“(…) the common belief that ageing is a natural process is also 
mistaken. And if that is true, and if it is actually the case that 
what occurs during the ageing process parallels the changes 
that occur during paradigmatic examples of disease (…), then it 
would be reasonable to consider ageing as a disease.”

Gems, 2009,  
p. 3 48

“The evolutionary theory adds insult to injury by telling us that it is 
a process without any kind of benign function in the cycle of life; 
moreover, it is, essentially, a form of genetic disease, that every-
body has and that is invariably fatal. We, all of us, have inherited 
a horrible and invariably fatal genetic disease.”

Bulterijs et al., 
2015 p. 3 49

“As aging appropriately fits the definition of disease, there is a 
shifting consensus that aging should be seen as a disease  
process in itself, and not a benign progression of age that 
increases the risk of disease.”
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2.2   How is Aging Viewed in the Medical Field?
2.2.1   Two Surveys of the Medical Perception of Aging
How is the relationship between aging and disease perceived in the medi-
cal establishment? We were unable to identify any studies addressing this 
issue specifically. However, two studies analyse the concept of disease more 
broadly and include the question of the status of aging, and therefore give 
some indication of the medical perception of aging.1,21 It is worth noting that 
neither study deals with the linguistics, i.e. no study distinguishes the differ-
ent meanings of aging (e.g. maturation vs. senescence).

2.2.1.1  BMJ Vote on the Top ‘Non-Diseases’
In 2002, the British Medical Journal (BMJ) ran a poll to identify the most 
widely recognized non-diseases. Non-disease was defined as “a human pro-
cess or problem that some have defined as a medical condition but where 
people may have better outcomes if the problem or process was not defined 
in that way.”21

The BMJ is ranked fifth amongst general medical journals. It targets doc-
tors, researchers and other health professionals,22 thereby addressing the 
core medical field. For the survey, the editorial board and journal readers 
brainstormed nearly 200 conditions potentially qualifying as non-diseases. 
Then, 570 people voted on whether a particular condition was a non-disease. 
Among these, aging ranked first, constituting the top non-disease (Table 2.2). 
This is striking considering the presence of other, clearly non-pathological 
conditions like work (2rd place) or boredom (3rd place).

One may argue that the survey format is likely to miss differing opinions 
on the classification of aging for several reasons. Firstly, of the 570 partici-
pants only 271 (44%) believed aging was a non-disease. Perhaps the remain-
ing 56% disagree with aging as the top non-disease. However, whilst keeping 
this possibility in mind, the fact that aging is the most frequently identified 
non-disease is a strong indication of the prevailing notions in the medical 
field. Secondly, and most importantly, the BMJ definition of non-disease is 
not saying “this state is not a disease”. Instead, the poll asked for conditions 

Table 2.2    Top 20 non-diseases in descending order of non-diseaseness.21

1 Aging 11 Childbirth
2 Work 12 Allergy to the 21st century
3 Boredom 13 Jet lag
4 Bags under eyes 14 Unhappiness
5 Ignorance 15 Cellulite
6 Baldness 16 Hangover
7 Freckles 17 Anxiety about penis size/penis envy
8 Big ears 18 Pregnancy
9 Grey or white hair 19 Road rage
10 Ugliness 20 Loneliness
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that are best not labelled as diseases. This definition of non-disease does not 
prohibit the opinion that aging is a disease. However, it appears irrational 
to think of something as a disease whilst also thinking that it was best not 
labelled as one. Thus, despite these two limitations, the BMJ study can be 
used to demonstrate that aging is not classified alongside other recognized 
diseases in the medical field.

2.2.1.2  Surveying the Public, Health Professionals and 
Legislators on Disease

A study from Finland by Tikkinen et al. provides a clearer picture of the 
medical perception of aging.1 Again an opinion poll was taken on about 60 
different states of being, with participants evaluating two claims: “(this state 
of being) is a disease” and “(this state of being) should be treated with public 
tax revenue.” The study consulted four groups: 1517 members of the general 
public, 56 members of parliament, 741 doctors and 966 nurses. Given our 
interest in aging and disease, we have focused on the results of the first claim; 
however, it is notable that a correlation exists between responses to the two 
claims.

Tikkinen and colleagues show that of the 60 conditions, there is consid-
erable variation in opinion as to whether 43 of them constitute diseases. 
The classification of the remaining 17 cases is clearer, as more than 80% of 
respondants agree with each other. Here, twelve states are clearly seen as 
diseases, and five states are clearly not. Interestingly, aging is among the 
conditions that are clearly not seen as diseases, along with grief, homo-
sexuality, wrinkles and smoking (Figure 2.1).

A strength of this study is the large sample size. Its results suggest that lay-
people are slightly more likely than health professionals to see aging as patho-
logical. This is despite the fact that health professionals are, if anything, more 
inclined than laypeople to classify states as diseases.1,23 But if clinicians do 
not view aging as a disease, what do they see it as instead? This question is 
particularly interesting as some states associated with aging (e.g. breast cancer, 
prostate cancer, deafness, adult onset diabetes) are viewed as diseases while 
others (e.g. insomnia, night-time urination, menopause, wrinkles) are not. Do 
healthcare professionals distinguish between pathological and non-pathologi-
cal aging? To try to address this, we turned our attention to medical textbooks.

2.2.2   Medical Textbook Analysis
The BMJ survey and the Finnish study suggest that aging is best not labelled 
as a disease in medicine. However, as pointed out previously, the terminology 
is vague and there are conflations between chronological aging, age changes 
and senescence, as well as what constitutes normal and pathological in each 
of these areas. We suspect that the results of these surveys may partially 
reflect linguistic confusion. In particular, we argue that whilst chronological 
aging and many age changes are not pathological, senescence is a disease 
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Figure 2.1    Laypeople (L), doctors (D), nurses (N) and members of parliament (P) evaluate the claim “[This state of being] is a disease”. 
Although there is much variation in the perception of disease, aging is one of the five states that is clearly not seen as a 
disease. This view is stronger amongst doctors and nurses than laypeople.1 Reproduced from BMJ Open, Tikkinen et al., 2, 
e001632 (© 2012), with permission from BMJ Publishing Group.1
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(or a disease syndrome). By means of a textbook analysis, we aim to trace the 
roots of this linguistic confusion as they grow in the soil of undergraduate 
medical education.

We have examined how aging is described in medical textbooks. Textbooks 
accompany the medical curriculum, represent the roots of medical educa-
tion and build a foundation for the values and attitudes in medicine. How 
frameworks of ideas are maintained within different fields can be discovered 
by textbook analysis.20 How textbooks present aging is likely to be a major 
determinant of the medical view of the aging vs. disease dichotomy. The text-
book analysis also served several additional purposes.
  

 ● To supplement the findings of the Tikkinen et al.1 study; in particular 
to probe whether they are representative of attitudes beyond Finland.

 ● To add a qualitative dimension to the Finnish study; if aging is not 
viewed as a disease, then how is it viewed?

 ● To test the claim6 that medical textbooks do not sufficiently deal with 
aging. As far as we can ascertain, a formal medical textbook analysis to 
this end has not been conducted before.

 ● To create a foundation for future, more detailed investigations of this 
issue.

  
Textbook analyses have been used in research before, for example to look 

at multiple editions of the same textbook to understand how the presenta-
tion of obesity has changed,24 and how the idea of giving medical prognoses 
has faded over the years.25 Other studies have looked at a range of textbooks 
to assess whether they provide adequate factual information on specific 
topics26–28 or adequate patient-orientated communication skills.29

Our main aim here is to discover how medical textbooks present the rela-
tionship between aging and disease. In particular, do they specifically argue 
the existence of a separate, non-pathological process of aging? If so, what 
is the justification for this separation? And what are the criteria for decid-
ing which deteriorative age-changes are part of normal aging, and which are 
pathological changes?

2.2.2.1  Methodology
2.2.2.1.1  Textbook  Selection.  The study was conducted in University 
College London (UCL) libraries. For the final analysis, 14 textbooks were 
selected. Due to the great number and variety of medical textbooks, the selec-
tion process was not straightforward. Medicine is divided into more than 40 
disciplines with separate textbooks.30 An interesting question is how aging is 
understood in different medical disciplines, but this lies beyond the scope of 
this study. Instead, we focus on textbooks of general clinical medicine, also 
known as reference books. These textbooks include factual knowledge to 
practise medicine, explain basic science, research evidence and the context 
of underlying principles. Moreover, they outline how to apply this knowledge 
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to manage patients. However, even within this niche, a plethora of textbooks 
exists. For instance, some may constitute multi-volume reference guides for 
professionals, whilst others are intended as pocket books for junior doctors 
and others as revision aids for a specific student exam. Which ones are most 
widely consulted amongst university students? It appears that a universal 
list identifying key textbooks for each medical discipline, compiled by ask-
ing medical schools for their recommendations, was last created in 1971.30 
Other studies employ one or a few subjective methods to create a selection of 
textbooks for analysis.28,29 Therefore, we used a combination of approaches 
to assess the popularity of medical textbooks. Overlap in the following 
subjective sources indicates the frequent use of particular textbooks:
  

 ● A review of articles and blog posts recommending a list of medical text-
books (e.g. The Student Room Community, 2015).31

 ● A review of the number of holdings in the library shelf WB100 Practice 
of Medicine.

 ● A review of the short loans collection, shelving the most frequently bor-
rowed library books.

 ● A review of textbooks used in previous medical textbook analyses.
 ● A review of the medical core collection for libraries with the tag general 

medicine, as specified by the Chartered Institute of Library and Informa-
tion Professionals (CILIP).

 ● A review of readings lists for the Bachelor of Medicine and Surgery 
(MBBS) programme.

  
Table 2.3 shows our final selection of medical textbooks. The table includes 

the number of worldwide library holdings as an indicator of the relative pop-
ularity of the selected textbooks. This information was extracted from World-
Cat, a global platform assembling library holdings and thereby creating a 
collective collection of worldwide libraries.32

2.2.2.1.2  The Research Process.  To established how the selected textbooks 
deal with aging, we first reviewed the index for the term aging/ageing (US/UK 
spelling). For books where the index did not contain the term, no further anal-
ysis was conducted. If the index did contain the term, we checked whether: 
(a) the textbook dedicates an entire chapter or more on aging; and (b) the 
textbook deals with the aging vs. disease dichotomy. For the latter, the book 
had to show some acknowledgement of the complexity of the aging process 
and to put it into a medical context. This might include addressing some of 
the following questions. What is the relationship between aging and age- 
related diseases? Is the first normal and the second pathological? What is the 
current state of research into the biology of aging? What are the mechanisms 
and evolutionary origins of aging? What is the future of geriatric medicine? 
Can one intervene in the aging process? Textbooks do not deal with the aging 
vs. disease dichotomy if they only offer descriptive accounts, such as outlining 
changes or diseases with the highest prevalence amongst elderly, or discussing 



Chapter 222

how to manage and treat older adults. For the purpose of this study, we are 
interested in textbook passages that discuss the aging-disease dichotomy.

To check whether accounts of the aging vs. disease dichotomy are tied to 
other terms, we reviewed the textbooks for the terms elderly, geriatrics and 
older adults. Additionally, in the final qualitative analysis, we selected the 
textbooks that touch on the aging vs. disease dichotomy, and used quotations 
and illustrations to analyse specifically whether aging is seen as a disease.

2.2.2.1.3  Strengths and Limitations of the Textbook Analysis.  In terms of 
the textbook selection, this study is limited to textbooks of general clinical 
medicine. Moreover, it does not consider the specific audience each textbook 
is aimed at. For example, some books are clearly geared towards undergrad-
uate students, while others may be written as handbooks for junior doctors 
or reference guides for professionals. Thus, it is not clear whether similar 
results would be obtained by analysing textbooks across different medical 
fields or textbooks targeting specific audiences.

Additionally, it is unlikely that undergraduate medical students will limit 
their readings to student textbooks, but access professional sources for better 
and more detailed understanding of particular areas. However, the sample of 
textbooks analyzed here does represent popular general clinical textbooks 

Table 2.3    Medical textbooks selected for analysis. Listed by title in alphabetical 
order.

Name of textbook
Mention ‘aging’ in 
index (Yes/No)

Chapter on 
‘aging’ (Yes/No)

Library holdings 
worldwideb

Blueprints Medicine50 N N 232
Color Atlas and Text of  

clinical Medicine51
N N 409

Davidson’s Principles and 
Practise of Medicine37

Ya Y 848

Goldman’s Cecil Medicine52 Ya Y 572
Harrison’s Principles of 

Internal Medicine36
Ya Y 2089

Kumar and Clark’s Clinical 
Medicine34

Ya N 485

Lecture Notes: Clinical 
Medicine53

Na N 293

Medical Sciences54 Na N 268
Medicine33 Ya N 185
Medicine and Surgery – an 

Integrated Textbook55
N N 240

Medicine at a Glance56 Ya N 347
Oxford Handbook of  

Clinical Medicine35
Ya N 488

Oxford Textbook of 
Medicine57

Ya Na 14

Textbook of Medicine38 Ya Y 348

a These textbooks mention a related term such as “elderly”, “geriatrics” or “older adult”.
b Across all editions. Extracted from WorldCat on 7th December 2015.
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used by undergraduate students; several methods were used to define the 
most widely consulted general clinical textbooks, to try to reduce selection 
bias. Nonetheless, the selection was drawn from a study of University College 
London (UCL) libraries, and other universities may hold different types of 
clinical textbooks.

This limitation was somewhat balanced by including WorldCat ratings in 
the analysis. These offer a global basis for comparison of the popularity of 
the final textbook selection. It should be noted, however, that the WorldCat 
numbers refer to all editions of a particular textbook. Thus, it is likely that 
older textbooks will have more holdings than more recent textbooks, regard-
less of the popularity. Moreover, WorldCat search results do not necessar-
ily correspond to all available items because some libraries may not have 
subscribed to their service. Additionally, it appears that WorldCat is biased, 
for example by excluding non-academic libraries, such as hospital libraries, 
from their search results. Nevertheless, WorldCat numbers are valuable in 
offering an objective measure of textbook usage.

2.2.2.2  Results
Of the 14 books reviewed, five (35.7%) do not mention aging and ten (71.4%) 
do not dedicate an entire chapter to the topic (Table 2.3). Searches for addi-
tional terms elderly, geriatrics or older adults were also performed but did 
not lead to discussions of the nature of aging. For example, the Oxford Text-
book of Medicine, a comprehensive three volume reference guide dedicates an 
entire chapter to Gerontology, but does not discuss the nature of aging itself. 
Instead, the chapter focuses on the concept of frailty and the major problems 
which bring older people into hospital other than specific diseases (e.g. falls, 
pressure sores, incontinence). The chapter also includes a comprehensive 
guide to geriatric assessment and care.

Similarly, in other less detailed textbooks index entries for elderly, geri-
atrics or older adults typically refer to changes occurring in particular age 
groups. A typical example is the following passage from Medicine: “Many of 
the patients now on renal replacement therapy are elderly. In the elderly, 
most renal diseases are seen with greater frequency because of increased 
incidence of hypertension, diabetes mellitus, vascular disease and prostatic 
disease. Tumours are also more common in the elderly. Of the glomerular dis-
eases, membranous nephropathy is more common in the elderly” (p. 503).33

2.2.2.2.1  Books Mentioning Aging but Without Dedicated Chapters.  Nine 
textbooks (64.3%) mention aging in the index, of which four dedicate at least 
one chapter on the topic and are discussed later. In the remaining five, there 
are few index entries on the topic, and what they refer to varies considerably. 
For example, they examine aging under the topic headings cancer, drug side 
effects, haematological changes, hypogonadism and skin changes. Thus, 
aging is presented as a modulator and risk factor for disease. The nature of 
aging itself is not discussed.
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Among these five, two—Kumar and Clark’s and the Oxford Handbook of 
Medicine—stand out in how they depict aging and portray the elderly, acknowl-
edging the different ways that aging is conceptualised in medicine.34,35 In 
Kumar and Clark’s aging is described in the chapter Nutrition. Here, there is a 
synthesis between theories of aging and nutrition as a key moderator of the 
aging process. There is no discussion of aging in relation to disease, though 
the elderly are occasionally portrayed in a somewhat depressing way. For 
example, there is a discussion of malnutrition due to “lack of cooking skills 
(particularly in widowers), depression and lack of motivation” (p. 215). More-
over, it is noted that elderly people “in institutions” commonly have multiple 
nutritional deficiencies and vitamin D supplements may be required because 
“often elderly people do not go into the sunlight” (p. 215).

By contrast, the Oxford Handbook of Clinical Medicine appears more at 
pains to counter negative stereotyping of the elderly. Here aging is men-
tioned in the chapter ‘Thinking about Medicine’ and presented as a dis-
ease-like state: “Any deterioration in an elderly patient is from treatable 
disease until proven otherwise. Find the cause; don’t think: this is simply 
aging. Old age is associated with disease but doesn’t cause it per se. Do not 
restrict treatment because of age—age alone is a poor predicator of out-
come.” (p. 12). Interestingly, despite this clear statement about aging, there 
is no separate chapter to deal with this issue. In summary, the index entries 
and contrasting depictions demonstrate the varied representation of aging 
in medical textbooks.

2.2.2.2.2  Books with Dedicated Chapters on Aging.  Of the 14 textbooks, 
four (28.6%) have a specific chapter on aging. Looking at the number of edi-
tions and WorldCat library holdings, these textbooks are among the most 
established and popular of those examined here. They make the most refer-
ence to questions of what aging is and its relationship to disease. Harrison’s 
Principles of Internal Medicine includes two chapters on aging36 and David-
son’s Principles and Practise of Medicine has information boxes throughout the 
book relating each condition to old age.37 So is aging depicted as distinct 
from, similar to or the same as disease?

The general trend across these four textbooks is similar: aging is neither 
regarded as a disease, nor as something entirely normal, but has compo-
nents of both. A recurrent term is geriatric condition, referring to deteriorative 
changes with age that are not regarded as diseases. For example, “a sudden 
onset of headaches or a recent change in bowel habit is never normal in old 
age, whereas gradually failing hearing and vision may be” (Textbook of Medi-
cine, p. 191).38 Table 2.4 lists more quotations that touch upon the distinction 
between disease and aging. Additionally, Figure 2.2 and Tables 2.5 and 2.6 
show how various senescent changes are categorized into pathologies and 
non-pathologies.

How is it decided whether a given senescent change is to be viewed as 
pathological or normal? Overall, there seems to be a consensus agreement 
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Table 2.4    Quotations from four medical textbooks highlighting the distinction between normal and pathological aging.

Davidson’s 
Principles  
and  
Practise of 
Medicine37

“The physiological features of normal ageing have been identified by examining disease-free populations of older peo-
ple, to separate the effects of pathology from those due to time alone. However, the fraction of older people who age 
without disease ultimately decline to very low levels so that use of the term ‘normal’ becomes debatable.” p. 167

“The effects of ageing are usually not enough to interfere with organ function under normal conditions, but reserve 
capacity is significantly reduced.” p. 167

Information box on atherosclerosis and ageing: “Prevalence: related almost exponentially to age in developed countries, 
although atherosclerosis is not considered part of the normal ageing process” p. 602b

Textbook of 
Medicine38

“The resulting disability is not fixed or inevitable. For example, high-tone deafness and high blood pressure are common in 
elderly Britons, but are absent among elderly persons in the Eastern Islands. Osteoporosis is common in western Europe 
and the USA but rare in China. Thus descriptions of physical decline are too variable to be useful for defining ageing.” p. 172

“Degenerative changes occur throughout the body with increasing age, but these may become sufficiently marked to 
constitute a pathological process. The distinction between this and normal physiological ageing is often difficult to 
make, and there is increasing recognition that so-called normal ageing is the result of occult pathology.” p. 174

“A sudden onset of headaches or a recent change in bowel habit is never normal in old age, whereas gradually failing 
hearing and vision may be.” p. 191

“Occasional ectopic beats occur in about one-sixth of elderly persons, but any other arrhythmia should be regarded as 
abnormal and investigated by electrocardiography” p. 192

Goldman's 
Cecil 
Medicine52

“Health status in aging is a result of many factors, including the chronic diseases of aging and many other prevalent 
“geriatric” conditions that cannot be defined as classic “diseases” because they do not result from a single pathologi-
cal cause.” (p. 98)

“Physiologic aging modulates the way in which illnesses cause signs and symptoms” p. 105
“Geriatric syndromes emerge from these age-related changes” p. 105
“Some physiological changes imitate illness when they may be a normal part of aging. Diabetes mellitus may ‘appear’ 

and ‘disappear’ in the elderly.” p. 105
“The major clinical impact of normal physiologic ageing in the lungs in an earlier appearance of shortness of breath as 

warning signal of underlying disease.” p. 106
“Normal ageing produces an obvious decrease in the size of the thymus gland” p. 106
“Severe neuropsychiatric conditions are due to diseases that increase with age but are not part of the normal aging pro-

cess.” p. 114
“The process of aging produces important physiologic changes in the central nervous system (…). These processes result 

in age-related symptoms and manifestations for many older persons (…) the decline may be modified by factors such 
as diet, exercise, environment, lifestyle, genetic predisposition, disability, disease and side effects of drugs. These 
changes can result in the common age-related symptoms of benign senescence, slowed reaction time, postural hypo-
tension, vertigo (…). In the absence of disease, these physiologic changes usually result in relatively modest symptoms 
and little restriction in activities of daily living. The changes decrease physiologic reserve, however, and increase the 
susceptibility to challenges posed by disease-related, pharmacologic and environmental stressors.” p. 114

(continued)
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Harrison’s 

Principles 
of Internal 
Medicine36

“The phenotype that results from the aging process is characterized by increased susceptibility to diseases, high risk of 
multiple coexisting diseases, impaired response to stress (including limited ability to heal or recover after an acute 
disease), emergence of “geriatric syndromes” (characterized by stereotyped clinical manifestations but multifactorial 
causes), altered response to treatment, high risk of disability, and loss of personal autonomy with all its psychological 
and social consequences. In addition, these key aging processes may interfere with the typical pathophysiology of spe-
cific diseases, thereby altering expected clinical manifestations and confounding diagnosis.” p. 76

“The term geriatric syndrome encompasses clinical conditions that are frequently encountered in older persons; have a 
deleterious effect on function and quality of life; have a multifactorial pathophysiology, often involving systems unre-
lated to the apparent chief symptom; and are manifested by stereotypical clinical presentations. The list of geriatric 
syndromes includes incontinence, delirium, falls, pressure ulcers, sleep disorders, problems with eating or feeding, 
pain, and depressed mood. In addition, dementia and physical disability are sometimes considered to be geriatric 
syndromes.” p. 79

“Normal aging is associated with a decline in food intake that is more marked in men than in women.” p. 81
“Modest changes in balance function have been described in fit older individuals as a result of normal aging.” p. 164
“The aging process is the major risk factor underlying disease and disability in developed nations, and older people 

respond differently to therapies developed for younger adults (usually with less effectiveness and more adverse reac-
tions).” p. 94e-1

“The phenotypic components of aging include structural and functional changes that are separated, somewhat arti-
ficially, into either primary aging changes (e.g. sarcopenia, grey hair, oxidative stress, increased peripheral vascular 
resistance) or age-related disease (e.g. dementia, osteoporosis, arthritis, insulin resistance, hypertension).” p. 94 e-1

“Clinicians need to understand aging biology in order to better manage people who are elderly now. Moreover there is an 
urgent need to develop strategies based on aging biology that delay aging, reduce or postpone the onset of age-related 
disorders, and increase functional life and healthspan for future generations. Interventions related to nutritional 
interventions and drugs that act on nutrient-sensing pathways are being developed and, in some cases, are already 
being studied in humans. Whether these interventions are universally effective or species/individual specific needs to 
be determined.” p. 94 e-7
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Figure 2.2    Illustrations of the distinction between normal and pathological aging 
from two textbooks of clinical medicine. Top, Davidson’s Principles and 
Practise of Medicine, ref. 37. Bottom, Kasper, et al., Harrison’s Princi-
ples of Internal Medicine 19/E, 2015, McGraw-Hill Education, ref. 36. 
Reproduced with permission of McGraw-Hill Education.

with respect to this division. For example, visual impairment, hearing 
impairment, falls and bone loss are attributed to normal aging. Diabetes 
and Alzheimer’s disease, on the other hand, are referred to as diseases. 
However, for some conditions, such as sleep disturbances, classifications 
vary (Figure 2.2).



Chapter 228

While no clear criteria are presented to distinguish normal senescent 
changes from pathological ones, there is some recognition that this binary 
distinction can be problematic. For example, according to Davidson’s, “the 
physiological features of normal aging have been identified by examining 
disease-free populations of older people, to separate the effects of pathol-
ogy from those due to time alone. However, the fraction of older people who 
age without disease ultimately declines to very low levels so that use of the 
term ‘normal’ becomes debatable” (p. 167). Harrison’s notes that the separa-
tion occurs “somewhat artificially” (p. 94 e-1). This problem is further out-
lined in the Textbook of Medicine: “There has been a long-running debate on 

Table 2.5    Textbook distinction between normal vs. pathological decrements in 
physiological performance in old age. Retabulated from ref. 38, p. 177.

Pathological process ‘Normal’ age-related decline

Diabetes Impaired glucose tolerance
Insomnia due to nocturia, pain and 

depression
Altered sleep pattern

Accelerated osteoporosis Bone loss
Cataracts and macular degeneration Impaired sight
Effects of ototoxic drugs, diuretics or  

vascular disorders
Impaired hearing

White matter lesions due to hyperten-
sion and Alzheimer's disease

Declining intellectual function

Parkinson’s, Alzheimer’s, cerebrovas-
cular disease, dementia, vestibular 
lesions, cervical spondylosis and 
visual problems

Minor gait slowing and balance 
impairment

Table 2.6    Textbook distinction between clinical diseases and geriatric syndromes. 
Retabulated from ref. 52, p. 99.

Clinical diseases Geriatric syndromes

Hypertension Disability
Arthritis Hearing impairment
Heart disease Urinary incontinence
Malignant neoplasm Falls
Influenza Visual impairment
Diabetes Frailty
Alzheimer’s disease
Sinusitis
Ulcers
Stroke
Asthma
Emphysema
Kidney disease
Liver disease
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what constitutes normal gait in old age and the cause of senile gait disorder” 
(p. 180f.). Generally, the textbook recognises that “the distinction between 
this and normal physiological aging is often difficult to make, and there is 
increasing recognition that so-called normal aging is the result of occult 
pathology” (p. 174) (Figure 2.3).

2.2.2.2.3  Summary  of  Findings.  There is considerable variability in the 
way that aging is represented in textbooks of general clinical medicine. 
Broadly, three categories exist:
  
 (1)  Textbooks that do not mention aging in the index. This is the case in a 

large proportion of textbooks. They do not address the question of what 
aging is, the division between aging and disease, etc. Related terms in 
the index, such as elderly, geriatrics, or older people, refer to descrip-
tive passages, where changes in the elderly are outlined or examination 
procedures recommended.

 (2)  Textbooks that mention aging in the index, but do not have a specific 
chapter dedicated to the topic. Here, aging is referred to in multiple 
sections of the book. Aging is not the focus of these sections, but rather 
a risk factor for other diseases or a modifier for drug dosages. In most 
cases, the textbooks do not include discussions of aging itself.

Figure 2.3    Representation of the conventional view that “aging is normal”; from 
Basic Pathology, Lakhani et al., (© 2009), Taylor & Francis ref. 58. This 
excellent textbook on the biological basis of disease presents this nice 
cartoon without further explanation. Reproduced by permission of  
Taylor & Francis Books UK.
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 (3)  Textbooks that have at least one chapter on aging. This is the case in 
four clinical textbooks, which appear to be the more popular ones. 
They deal with aging in the most detail, but do not label it as a disease. 
Instead, all four textbooks present aging as partly normal and partly 
pathological. Problems arising from this distinction are recognized 
by all textbooks. However, none provide a rationale for viewing aging 
as a natural and non-pathological part of senescence, or define crite-
ria for distinguishing pathological and non-pathological elements of 
senescence.  

2.3   Discussion
The aim of this study is to examine the extent to which medicine still relies 
on the traditional distinction between normal aging and disease. Based on 
its etiology, we argue that senescence is a pathological process and phenom-
enon. By contrast, non-pathological senescence is a relic concept rooted in 
traditional ideas about aging, whose origins seem to lie as far back as the writ-
ings of the Roman physician Galen in the second century AD.39 Interestingly, 
our analysis reveals considerable variety in the way that aging is presented 
in medical textbooks. It is at times presented as an underlying risk factor 
for disease, or a modulator for drug dosages, or looked at in biogerontolog-
ical terms, or barely mentioned at all. Only four out of fourteen textbooks 
examined consider the nature of aging itself, and the relation between aging 
and disease. Here aging is seen not as a disease, but as something between 
a pathological and normal process. This diverse pattern of representation 
of aging across medical textbooks appears to reflect linguistic confusion 
caused by the multiple and easily conflated meanings of the English word 
aging. This confusion impacts on medical understanding and medical care.

What are the implications of this pattern of representation of aging? Given 
that some textbooks barely refer to aging, and those that do rarely discuss 
the nature of aging or its relationship to pathology, this suggests that many 
medical students are left in the dark about these critical issues. Moreover, 
regardless of which textbook medical students use, they will not be taught 
that aging is a disease. Not even the more popular textbooks that discuss 
aging support this notion. Instead, they explain that aging lies somewhere 
between normal and pathological processes. This distinction is artificial, 
confusing and problematic, especially when classifications vary, as seen with 
sleep disturbances. Therefore, one clinician may refrain from treatment, 
dismissing sleep disturbances as normal, whilst another clinician may seek 
treatment. More broadly, failing to understand senescence as pathology is 
not only inadequate in scientific terms, but also a barrier to delivering quality 
treatment to the elderly. Underlining this point, the surgeon Gawande (2014) 
acknowledges that “(…) scientific advances have turned the processes of 
aging and dying into medical experiences, matters to be managed by health 
care professionals. And we in the medical world have proved alarmingly 
unprepared for it” (p. 6).40
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Our small scale textbook analysis raises several further questions and 
directions for future research. First, it leaves unanswered whether the con-
tent of the textbooks examined represent general medical views, which are 
also influenced by lectures, work placements, and personal experiences. 
Looking at the previous studies on medical conceptualisations of aging, 
there appears to be a correspondence between textbook content and the later 
attitude of medical professionals. For instance, like the textbooks, the study 
by Tikkinen et al. indicates that healthcare professionals do not see aging 
as a disease.1 However, the study gives no indication of whether doctors see 
aging as part pathological and part normal—the view represented in more 
popular textbooks—or whether they have encountered arguments against 
the aging-disease false dichotomy at all. In-depth interviews or focus groups 
could yield more information about how medical professionals learn about 
concepts of aging, and how these influence their treatment of the elderly.

Second, the question arises as to why the view of aging not being a disease, 
but rather a normal occurrence, is so persistent in medicine. Gawande (2014) 
claims that “people naturally prefer to avoid the subject of their decrepitude” 
(p. 35) and doctors are turned off by geriatrics, because they do not have the 
faculties to cope with it.40 This idea is discussed by Caplan (2005), who sug-
gests that doctors employ the ideas of the naturalness of aging as a type of 
defense mechanism against despair when repeatedly dealing with chron-
ically and incurably ill elderly patients.6 There are other possible explanations 
for doctors’ reluctance to view aging as a disease that could be investigated. 
For example, is it that they wish to avoid association with quack peddlers of 
anti-aging medication? Do they view interventions in the aging process as 
artificial enhancement technologies? Do they anticipate adverse economic 
consequences of an increasingly older population? Do they believe that the 
goals of treating aging are intangible? Or do they believe that experiencing 
the aging process has its benefits? These questions could be answered by 
structured interviews or focus groups with medical professionals.

It would also be interesting to explore whether the medical representa-
tion of aging has changed across the years, similar to that of obesity.24 For 
example, osteoporosis was not regarded as a disease by the WHO until 
1994.41 Perhaps this is indicative of a broader reconceptualisation of aging 
(i.e. senescence) informed by biogerontological investigation. Considering 
the textbook analysis, the more popular and more established textbooks dis-
tinguish themselves by noting the artificial distinction between normal and 
pathological aging. Perhaps this acknowledgment is the first step into fully 
recognizing aging as a disease? A textbook analysis, looking at how aging is 
portrayed in previous editions of these volumes, could test for the existence 
of this transformation process.

Lastly, it must be noted that although moving towards a disease classifica-
tion is reasonable and beneficial in several ways, it increases the risk of bio-
medicalizing aging. That is, there is a danger that a new medical model takes 
over and defines other non-biological processes of aging, including social 
and psychological ones.42 Therefore, more research is needed to find out how 
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to recognise aging as a disease without diverting resources away from under-
standing these other important phenomena of aging.

To conclude, our analysis of medical textbook content suggests a general 
neglect of the question of what aging is, unease about the somewhat arbitrary 
classification of different manifestations of senescence as normal or patho-
logical, and the absence of any rationalization of the concept of normal aging. 
Some of these problems reflect linguistic confusion created by the word aging. 
These observations suggest that medicine remains in the dark about aging.
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3.1   Introduction
For centuries, not to say millennia, some people tried to discover (or claimed 
to have discovered) miraculous recipes providing a long and youthful life. For 
instance, a French book1 reported in 1768 the recipe of an elixir of long life 
(Figure 3.1): this very élixir de longue vie is still sold today, under the names of 
Swedish bitters in the USA or UK and Élixir du Suédois in France (but mainly 
for digestive purposes, and no longer as an elixir of long life). These elixirs of 
long life had more to do with charlatanism than with basic science and were 
mocked as early as in 1749 by the famous French naturalist Georges Buffon, 
who wrote that “the universal panacea, the transfusion of blood, and other 
methods which have been proposed to render our bodies immortal, are as 
chimerical as the fountain of youth is fabulous”.2

Up to recent times, infant mortality was so high (e.g. 33% in Ontario, Can-
ada, in 1901 3) and infectious diseases so widespread4 that mean lifespan was 
rather low, e.g. ca. 50 years at the beginning of the twentieth century in West-
ern Europe. Since that time, life expectancy has strongly increased in devel-
oped countries, but also in emergent countries, and the fate of an increasing 
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Figure 3.1    French book published in Paris in 1773 (first edition in 1768), L’Albert 
moderne,1 containing a recipe for an elixir of long life (see the page 
below the front cover). Page 130 lists various indications, such as col-
ics, intestinal worms or fever. Pages 130–131 assert that the recipe was 
found in the Dr Yernest’s papers after his death at 104 years of age (a 
Swedish physician, said to have died by accident according to various 
unchecked sources), and that his father and grandmother, who drank 
the elixir twice daily, died respectively at 112 and 130 years of age. A part 
of the recipe has not been reproduced in the figure.
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number of people is now to die at old age. In such conditions, it is not sur-
prising that the search for remedies to improve healthspan has boomed in 
recent decades, particularly because there are now many scientists studying 
the aging process, beside modern charlatans still trying to fool the lay public 
with pseudo-anti-aging products.

However, some scientists relying on studies performed with animal 
models are of the opinion that the aging process could be delayed and 
longevity extended via a single genetic pathway or chemical product and 
that it is possible “to think of ageing as a disease that can be cured, or at 
least postponed”.5 One of the purposes of this chapter is to argue that it 
is not certain that results gathered on the classical animal models bear 
the promise that human aging and longevity can be modified as in these 
animal models, particularly because the life-history strategies of human 
beings and rodents, for instance, are very different.

Other problems described below prohibit expecting that many results 
reported in animal models can be observed in human beings, or concluding 
that a product affecting healthspan and lifespan truly affects the aging process. 
In addition, molecules improving health and lifespan in sick animals cannot 
be considered as real “anti-aging” drugs.

It is not to say that no product is (or will be) of therapeutic value, but sim-
ply that a very cautious attitude is required before making the hypothesis 
that what is efficient in an animal model could be too in humans, and that 
a product increasing lifespan or delaying some features of the aging process 
truly targets the aging process.

3.2   Diverse Life-History Strategies: Consequences 
for Lifespan Modulation

3.2.1   There Are Various Life-History Strategies in Mammals
Each species complies with a life-history strategy and these strategies differ 
among species.6 In mammals,7 there are on one side of a continuum short-
lived species with a small body size, as for instance mice and rats, matur-
ing quickly after a short gestation time and giving birth at short intervals to 
numerous offspring (Figure 3.2). However, they may have only one season 
of reproduction, if not a single reproduction episode, due to a high preda-
tory load on these small-sized species. On the other side of this continuum 
are species with an opposite life-history strategy. They are thus longevous 
and of a large size, they need a long gestation time and an extended period 
with parental care to reach adulthood, and they give birth repeatedly to a 
few offspring during a long period, as is the case for instance in elephants or 
primates. These species, particularly because of their large size, do not suffer 
from a high predatory load, as small species do.

Therefore, some species need a long life to propagate and thrive while living 
long is not necessary for other species. As a consequence, mouse traps and 
poisoned baits are not a threat for the survival of mice as a species because 
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mice reproduce heavily and quickly. By contrast, hunting adult elephants for 
their ivory is sufficient to make them an endangered species because hunters 
kill adults in charge of offspring.

One can thus understand why human beings must live for decades because 
of their low fecundity, long gestation time, inter-litter interval, and parental 
care: human beings living for ca. 25 years could simply not survive as a spe-
cies. Saying that three centuries ago mean lifespan was 25 years can be mis-
leading because this low life expectancy is explained by the very high infant 
mortality, i.e. the death before one year of age (at least 25%): life expectancy 
at 20 years of age was ca. 35 years, which means that people reaching their 
twenties could live up to ca. 55 years of age8 or even longer, for instance ca. 65 
years in the old Québec.9 In contrast, mice and rats can live only a few weeks 
or months because they can reproduce at an early age, their offspring being 
able to live quickly on their own.

Figure 3.2    Principal component analysis of relationships between life-history vari-
ables in 65 mammalian species.7 Signification of acronyms (as in the 
original article): Ges: gestation period, Eye: age at eye opening, WtOff: 
mass of offspring, Noff: number of offspring, Int: inter-litter interval,  
L/Yr: litters per year, Mat: age at maturity, Long: longevity, Wean: duration 
of lactation. The first and second axes explain, respectively, 68 and 12% 
of the variance and “the first principal component arranges the species 
along a dimension that varies from short gestation, small offspring, 
short inter-litter intervals, early maturity, small adults, short life, short 
lactation, late eye opening, many offspring, and many litters per year, to 
the opposite for each trait at the other extreme.”7
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These various life-history strategies have very important consequences. 
Short-lived species can quickly exploit a new environment if food resources 
are plentiful and produce many offspring in a few weeks: farmers painfully 
know that innumerable mice can infest their silos very quickly. By contrast, 
long-lived species need a long time to colonise a land: despite their will, 
European pioneers needed decades, if not centuries, to populate America.

3.2.1.1  Only Some Species Increase Their Lifespan When Facing 
Food Shortage

A consequence of these diverging life-history strategies is that longevity can-
not evolve independently from the other life-history traits because it “is the 
product of an evolutionary history that established the tempo of growth, 
development and maturation needed to survive and reproduce.”10 Mice live 
only for a very few years while humans can live for ca. 120 years at a maxi-
mum and these values have been selected during the course of evolution. 
This suffices to argue that the hypothesis that people born in 2000 could live 
for 5000 years11 is mere fantasy, and that human lifespan cannot increase 
to a great extent because of these relationships between life-history traits.12

A second consequence, which is crucial if one wishes to extend to human 
beings the results showing a longevity increase in animal models, is that 
short- and long-lived mammals differ in their strategy to cope with food 
shortages. In short-lived mammals living in the wild, such as rats or mice, 
median lifespan can be less than half a year13 and thus there is only one 
reproductive season. For these species plagued with a high predation, the 
best strategy to save reproduction in the event of famine is probably to stay 
in the same place and to live up to the end of the starvation period, or even 
to the next reproductive season, i.e. to the next year. Therefore, the mean 
lifespan of diet-restricted mice is expected to increase for a maximum of one 
year, i.e. the time until the next reproductive season.14 In large and long-lived 
species facing a lower predatory load, another strategy can be emigration to 
discover new food sources and/or to delay reproduction. These species can 
afford this delay because they do not reproduce only once but repeatedly in 
successive years. For these species, there is thus no selective ground for an 
increased lifespan in the event of food scarcity because this increase is use-
less since other strategies are at hand.15

A way to test whether long-lived species live longer under diet restriction 
could be to observe the lifespan of long-lived primates subjected to diet 
restriction. Diet-restricted rhesus macaques have been reported not to live 
longer than control ones16 or to live ca. 2 years longer.17 It has been argued 
that the control group of the former study had a low weight when compared 
to usual results, and thus that this control group was maybe not ad libitum-fed 
but slightly diet-restricted, but it has also been stressed that the “question 
remains if ad libitum feeding is more an obesity model than a normal feeding 
state in primates.”18 Therefore, the evidence in favour of a lifespan increase 
in diet-restricted long-lived mammals is scarce.
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3.2.1.2  Can Modulating the Insulin–IGF1 Pathway Increase 
Lifespan in Human Beings?

Another way to determine whether modulation of metabolism could 
increase lifespan would be to test whether the insulin–IGF1 pathway regu-
lating metabolism and responses to a food shortage in very different species 
(e.g. nematodes, flies, rodents, humans) can modulate lifespan. Dwarf mice 
bearing mutations of this pathway live longer,19 but no such increase has 
been observed in dwarf human mutants.20 In addition, the effect on lifespan 
of genetic polymorphisms at loci governing metabolism has been tested in 
human beings and it has been reported that FOXO3A gene polymorphisms 
were linked to longevity. These studies compared very long-lived subjects 
(>90 years) to younger controls and a meta-analysis concluded that some 
variants were linked to very high longevity, at least in one sex.21 However, 
these studies compare living persons, a first cohort being composed of very 
old subjects and the second control cohort comprising younger subjects, 
and there is no grounds to argue that persons of the second cohort will 
live less than those of the first one. In other words, the real longevity dif-
ference between the two cohorts, when they will be extinct, could be low 
or even absent. This conclusion is strengthened by the fact that a signifi-
cant effect reported in a study comparing the oldest-old Danes to a 30–50 
years younger cohort was not observed when linking the longevity of indi-
viduals of the oldest cohort (all persons were dead at this time but one) 
with the very same polymorphism (variant rs7762395).22 In addition, a later 
study reported small differences in the prevalence of this rs7762395 vari-
ant between different birth cohorts observed at the same ages (>95 years, 
cohorts born from 1895 to 1915), which shows that factors other than lon-
gevity could explain polymorphism.23 Could it be that differences between 
birth cohorts separated by several decades could give rise to differences not 
linked to age?

A direct test of a link between IGF-1 and remaining lifespan was tested 
in nonagenarians.24 The plasmatic IGF-1 level was not linked to lifespan in 
men, but women with a level below the median survived longer. However, in 
the subgroup with a history of cancer (23% of the cohort: 34/151) subjects 
with a high IGF-1 level died before those with a low one, no such effect being 
observed in people without cancer (77% of the cohort). Because the whole 
cohort comprised ca. 75% women, it seems clear that the effect observed 
in people with cancer is mainly due to women. Thus, it can be said that in 
nonagenarian women with a history a cancer, those with a high IGF-1 level 
survived less than those with a low level, but such an effect is not observed in 
women without cancer and in all men. Because IGF-1 promotes metabolism, 
it is not surprising that people with a high IGF-1 level have a higher cancer 
risk (i.e. a higher risk for an anarchic cellular proliferation), but the main 
result of this study is the absence of a link between IGF-1 level and remain-
ing lifespan in people without cancer. Obviously, it would be of interest to 
replicate this study with younger people.
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Thus, these results do not clearly show that longevity is linked to the 
FOXO3A gene polymorphism and it is not certain that turning down the 
insulin–IGF1 genetic pathway can increase lifespan in long-lived species, 
such as human beings, as it does for instance in mice, because the lifespan 
of human beings is very less plastic than that of mice.

3.2.1.3  Conclusions
Because human beings are not giant mice and mice are not miniature 
humans, it is a flaw to expect that a treatment increasing lifespan in mice 
will have the same effect in human beings or other long-lived mammals. For 
some species, increasing lifespan when confronted with a food shortage has 
been selected because it is a valuable strategy for these species, but other 
species have not selected this response because they have other strategies at 
hand, such as fleeing or delaying reproduction. In such conditions, there is 
no reason to expect that, for instance, modulating the insulin–IGF1 pathway 
could have similar effects in, say, mice and human beings.

This conclusion goes beyond studies of aging because molecules used to 
treat amyotrophic lateral sclerosis increased survival of mice but failed in 
clinical trials.25 A comment in Nature proposed recommendations for next 
translational research studies25 but one could add that a treatment increas-
ing the lifespan of mice will always fail to give a similar result in human 
beings because the lifespan of long-lived mammals is less plastic than that of 
mice. It has been argued that failing to reproduce in human beings the asso-
ciation observed in animal models between some genes and longevity could 
be explained by limitations of these animal models (e.g. limited genetic or 
environmental diversity) and that “pathways that extend lifespan in short-
lived organisms may not work the same way in long-lived ones.”26 One may 
add that a sensible explanation of these discrepancies could lie with the dif-
ferent life-history strategies of short- and long-lived species: increasing lifes-
pan does not appear to be a response to food shortage in long-lived species.

Therefore, showing that a treatment increases lifespan in mice definitely 
does not offer any clue for a positive result on human aging or longevity. 
This rationale could be extended to nematodes, flies, and other species with 
life-history strategies very different from that of humans. Let us consider the 
example of nematodes.

3.2.2   The Life-History Strategy of the Nematode 
Caenorhabditis Elegans Could Explain Why Its 
Longevity is Plastic

The nematode C. elegans is an animal model that has been widely used in 
research on aging for more than three decades.27 This 1 mm worm lives in 
the soil where the main threats are drought, food scarcity, and temperature 
variation. Because this worm is unable to escape its environment, it can be 
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understood why it can enter a very resistant Dauer larval stage to wait for 2 
months for better times, before resuming its normal life cycle,28 and why 
mutations of the insulin–IGF1-like signalling pathway regulating metabo-
lism, responses to food shortage and Dauer formation strongly increase 
longevity in the laboratory.29

Another consequence of the features of this worm is that its only way to 
survive various threats could be to live longer, even if not entering the Dauer 
(duration in German) larval stage, because the lifespan in the soil is less 
than 2 days, i.e. 7-fold less than in the laboratory.30 When subjected to a toxic 
chemical product in the soil, and because the worm cannot escape, an appro-
priate response could be to live longer, waiting for dilution (rain?) or destruc-
tion (bacteria?) of the product in the soil. It is thus not unexpected that many 
toxic molecules can increase lifespan in worms, even if some (too toxic or 
concentrated) also decrease lifespan. For instance, longevity is increased by 
the toxic products juglone (+6–29%),31 hyperbaric oxygen (+22%),32 hydro-
gen sulfide (+74%),33 carbon dioxide (+26–44%),34 plumbagin (+12%),35 and 
dimethyl formamide (+30%).36 These results are probably hormetic effects 
(beneficial effects of a low dose of a toxic product: see below), but other mol-
ecules not considered to be toxic also increase lifespan in worms. These 
increases could be explained by a real positive effect because worms are 
offered essential molecules (e.g. vitamin E: +22%37), but molecules a priori 
considered by the experimenter as beneficial (e.g. antioxidants, like trolox: 
+31%38) could indeed have a hormetic effect. Whatever the mechanism of the 
increased lifespan could be, this increase probably better reflects the life-his-
tory strategy of the worm, i.e. a very plastic lifespan when confronted with a 
threat rather than a real effect on the aging process.

Therefore, any experiment showing that a chemical product increases 
lifespan in C. elegans should be interpreted with caution because this bene-
ficial effect is maybe only linked to the life-history strategy of this worm and 
thus could not have any beneficial effect on lifespan in other species with 
different life-history strategies. Thus, it is not certain that such studies set 
“the stage for future studies to investigate whether compounds that increase 
lifespan in the nematode may also have a beneficial effect on aging in mam-
mals”.39 One could agree with the conclusion that “while C. elegans remains a 
valuable organism for the study of ageing, it is critical to consider its natural 
history when interpreting results from such studies”.30

3.3   Toxic and Essential Molecules May Have the 
Same Effects at Low Doses

The effect on lifespan of many molecules has been tested in past decades, par-
ticularly in Drosophila melanogaster.40 On the one hand, essential molecules 
such as vitamins may have positive effects at low doses, because deficiency is 
deleterious, but they can be toxic at a high dose (e.g. vitamin A on lifespan of 
D. melanogaster flies41). On the other hand, low doses of toxic molecules can 
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have positive effects in organisms. This phenomenon is called hormesis:42 
a mild stress disturbs the homeostasis of the organism without inducing 
severe damage and provokes a general adaptive response of the organism 
enhancing the ability to resist other stresses. Mild stresses can also increase 
lifespan43 (see above some examples of toxic products in C. elegans) and 
these chemical, physical (e.g. hypergravity44), or biological45 mild stresses do 
not require the existence of specific cellular receptors to exert their effects. 
Therefore, toxic and essential molecules can have similar positive effects at 
low doses, the main difference between essential molecules and chemical 
stressors being that the former are necessary for the organism to thrive while 
the latter are not.

There is however a third category of molecules, those that are a priori con-
sidered by the experimenter as beneficial. For instance, the effect of antioxi-
dants on lifespan has been investigated,46 positive effects often being expected 
because the free radical theory of aging47 has been accepted by many authors 
as a satisfactory explanation of the aging process. Thus, if the expected posi-
tive effect is observed one can be led to conclude that the results support the 
free radical theory. For instance, the antioxidant N-acetyl-cysteine has been 
added to the food of flies and their lifespan recorded: low doses (0.01–10 mg 
ml−1) increased lifespan up to 25% while a higher dose (20 mg ml−1) decreased 
it by 50%. The authors concluded that the “results give further support to the 
free radical theory of ageing”.48 Essential or toxic molecules and molecules 
that do not clearly fall in one of these two categories, but are postulated to be 
beneficial, can thus increase lifespan or, for instance, resistance to a severe 
stress,32 but showing that this last kind of molecule has beneficial effects 
is not a proof for the postulated mechanism of action (e.g. “antioxidants 
increase lifespan and delay aging”) because these products could also have 
hormetic effects.

Particularly, there is a debate on the mode of action of phytochemicals, 
which have been thought as beneficial for health because of their antioxi-
dant capacity. However, they have also been considered either as toxins with 
hormetic effects49 or as signalling molecules used by plants to resist various 
stresses: when the animal eats the plant, its organism implements a reac-
tion similar to that of the plant and is better able to resist various stresses 
(xenohormesis hypothesis50). These phytochemicals can activate or inhibit 
transcription factors (e.g. respectively Nrf2 and NF-κB).51

In summary, while the mechanisms of action of the three kinds of mol-
ecules can be different, they can have similar effects, such as an increased 
lifespan. In the absence of a clear means to differentiate their mechanisms 
of action52 it can be difficult to conclude that a tested molecule is essential 
for life and thus has a specific effect on the aging process, or rather has a 
hormetic effect, an antioxidant effect, and so on. However, in some cases, it 
could be possible to tell whether the tested product has a hormetic action or 
a specific effect on the aging process. Let us imagine that, if given to rodents, 
the hormone X (say for instance melatonin) increases lifespan and delays 
aging (for instance, a delay in cognitive and locomotor abilities): one could 
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conclude that, because this hormone is normally synthesised by the ani-
mal and enters a well-known biochemical pathway, the extra dose probably 
enters the same biochemical pathway and modulates the aging process but, 
unfortunately, most tested molecules are not copies of those naturally pro-
duced by the organism. By contrast, let us imagine that an experimenter 
shows that a low dose of the highly toxic molecule Y has positive effects 
on lifespan and aging: one could conclude that its mechanism of action is 
probably hormetic but, unfortunately again, most tested molecules are not 
highly toxic.

Nevertheless, many drugs have hormetic effects even when they are 
not highly toxic. Some drugs are beneficial at low doses and toxic at high 
doses, like for instance paracetamol or aspirin. Other drugs have deleteri-
ous effects at low doses and beneficial ones at high doses, like antibiotics 
that stimulate growth of bacteria at low doses and kill them at high doses 
or anti-tumour drugs.53 In both cases, these drugs display a hormetic 
dose–response curve, with opposite effects at low and high doses, and the 
physician relies on symmetrical strategies to treat the disease: low doses 
of paracetamol against pain and fever, and high doses of antibiotics to kill 
bacteria (Figure 3.3).

However, even if one is able to discover a molecule with positive effects on 
lifespan and health at old age in animal models, an issue is that this mol-
ecule could have an effect only in short-lived (see above) or compromised 
animals (see below) and thus would not be a real “anti-aging” drug, even if 
useful in therapy.

Figure 3.3    Hormetic dose–response curves showing opposite effects at low and 
high doses. The ordinates show beneficial (+), neutral (0), or deleteri-
ous (−) effects for the patient. Different drugs can have either benefi-
cial or deleterious effects at a low dose and two examples are shown. 
Low doses of paracetamol decrease fever or pain, but very high doses 
can lead to death because of hepatotoxicity. Low doses of antibiotics 
can stimulate bacterial growth because they disturb the homeostasis 
of the bacteria without inducing severe damages and provoke a general 
adaptive response, enhancing the ability of bacteria to proliferate. By 
contrast, high doses are toxic to bacteria and kill them, which is the 
expected therapeutic effect of antibiotics.53
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3.4   A Drug Treating an Age-Related Pathology is not 
an “Anti-Aging” Drug

All people age but they do not all suffer from the same age-related pathol-
ogies. For instance, obesity and cardiac diseases are often age-linked but 
many people are spared from these illnesses. Therefore, a treatment improv-
ing health and increasing lifespan in sick animals because it is a cure for 
this disease is not necessarily able to delay aging and increase longevity in 
healthy animals. This is what we can conclude from the story of resveratrol, 
a polyphenol found in grapes and red wine, for instance.

In 2004, an article reported that resveratrol increased lifespan in C. elegans 
and in D. melanogaster flies, provided these flies were diet-restricted, and the 
title of this article thus claimed that resveratrol delays aging.54 The lifespan 
results on flies were confirmed55 or not56 and those on C. elegans were also 
poorly confirmed56,57 or not at all.58 In mice, resveratrol increased lifespan of 
animals living on a shortening lifespan high-calorie diet,59 but not of those 
feeding on a normal diet.60–62 Thus, resveratrol helped to recover normal lon-
gevity in animals living shorter because of a bad diet but had no effect in 
animals living in better conditions. A similar result was shown in D. melano-
gaster because resveratrol increased the lifespan of flies feeding on a short-
ening lifespan medium but had no effect if the medium provided a normal 
lifespan.63 A possible consequence of these results is that resveratrol could 
eventually become a therapy for people living less because of obesity or car-
diovascular diseases linked to an inappropriate diet, but would be of no help 
to other people with no metabolic diseases and a normal lifespan, as it seems 
to be the case.64,65 This is exactly the definition of a drug: a molecule that 
fights a disease but should not be used by healthy people. Therefore, the bio-
chemical pathways targeted by resveratrol probably have no role in the aging 
process and resveratrol is thus not the magic pill aggressively advertised on 
internet to delay aging in all people. In any case, even if resveratrol became a 
therapy against obesity, one might feel that eating a magic pill to circumvent 
the deleterious effects of a bad diet is not a good idea because the most effi-
cient solution would obviously be modifying feeding habits.

To sum up, any product helping animals with short lives because of bad 
diet, disease, and so on to reach a normal lifespan should not be consid-
ered as an “anti-aging” drug able to delay aging and increase lifespan, for 
the same reason that the bacillus Calmette–Guérin vaccine that strongly 
increased lifespan during the last century, because people did not longer die 
at young or middle age from tuberculosis, was not an “anti-aging” vaccine.

3.5   Conclusions
Searching for new means to improve the lifespan of elderly people is a respect-
able endeavour. Some of these means, beside quitting smoking, taking exer-
cise, avoiding junk food, and so on, could be new drugs helping either to 
protect from age-related ailments (e.g. hearing loss, cataracts) or diseases 
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(Alzheimer’s). One cannot exclude that, one day, we will discover new means 
to delay the aging process more than we have been able to do up to now. 
Indeed, delaying aging has already been done during the last decades: thanks 
to sanitation, hygiene, medicine, social progress, 70 and 80 year-old people 
are much “younger” than they were, say, 50 years ago, and this point is very 
clear when looking at pictures of that time. For instance, one could imagine 
that a drug would be a mild stress with hormetic effects and could help to 
implement defences against severe stress, these defences not being mobil-
ised if the mild stress were absent. In such conditions, maybe age-related dis-
eases would be less severe or delayed because of a higher resistance to severe 
stress. Other paths will be pursued, with no doubt. In any case, in order not 
to be fooled by ourselves and our hopes, it is necessary to pay attention to 
traps on this road and this chapter has tried to delineate some of them.

Regarding drugs, it would obviously be the wrong attitude to conclude 
that a drug with positive effects on lifespan and the aging process because of 
hormetic effects should be disregarded because it does not truly target the 
aging process. This drug should be used because, as tells a Chinese apho-
rism, the colour of the cat does not matter as long as it catches mice, but it 
would be an error to conclude that one has been able to discover the secret 
of the aging process. This drug could be efficient not because of a specific 
action on the aging process, but rather because it stresses the organism and 
provokes a response to this stress.

Anyway, there are surely other traps on the road to the discovery of new 
means to improve the health of elderly people by relying on chemicals. For 
instance, some authors have attributed the aging process to a single cause 
and expect that a single molecule could modulate the whole process: this 
would be the definitive anti-aging drug. There are many examples of such 
theories of aging,66 but the most famous one is probably the free radical 
theory of aging stating that “aging and the degenerative diseases associated 
with it are attributed basically to the deleterious side attacks of free radicals.”47 
If this theory were valid, the obvious therapy would be to lower these attacks 
with antioxidants and many attempts were made over decades to discover 
efficient antioxidants, to no avail however,67 and the free radical theory is 
now rejected by many authors.68 One may think that reductionist views of 
the aging process have to be given up because a living being is a system with 
dialectical interactions among its components, and not the mere addition of 
molecules, cells and organs.52,69

Another trap lies with the old dream of humans to live longer, a trap that 
has caught many scientists during past decades and centuries. For instance, 
the double Nobel laureate Linus Pauling (chemistry and peace) promoted 
taking mega-doses of vitamin C and stressed “that vitamin C will have great 
value in controlling the problems associated with advancing age.”70 More 
recently, a biogerontologist claimed on an ABC broadcast that feeding mice 
with nicotinamide mono nucleotide “reversed aging completely within just 
a week of treatment in the muscle,”71 but the published article stressed 
that “we did not observe an improvement in muscle strength…indicating 
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that 1 week of treatment might not be sufficient to reverse whole-organ-
ism aging,”72 which is not exactly the conclusion reported on the broadcast. 
Indeed, because there is often a strong desire of the mass-media to publish 
fabulous news, scientists should be very cautious before claiming to have 
discovered the miraculous recipe for living longer or delaying aging. While 
it can be fully understood that quacks are prone to make such claims for 
obvious reasons, colleagues should adopt less enthusiastic attitudes.73,74 It 
has also been claimed in a book published by a prestigious academic pub-
lisher that people should consume starch and fat blockers in addition to a 
moderate caloric restriction:75 starch and fat blockers are drugs with known 
side-effects that are prescribed to fight diabetes and obesity and should not 
be used in the absence of any disease.

The aim of this chapter was not to delineate the best methods to study the 
effects of drugs on the aging process but, obviously, the mandatory condi-
tion to claim that aging is delayed is improving the aging process, and not 
only increasing lifespan: various authors have warned against this flaw for 
decades.76–78 However, some studies, particularly those using invertebrate 
models, can only observe longevity and conclude that the drug under study 
has an effect on aging.
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4.1  Introduction
According  to  the  classic  definition  of  aging  we  share,  it  is  a  combination 
of  changes  in  an  organism  leading  to  an  increase  in  the  probability  of  its 
death  (rate of mortality).1–4  It should be noted that  the data on  increasing 
or decreasing the life span affected by various factors are often interpreted 
in the studies as a modification of the aging process per se. However, aging 
and  life  span  are  not  necessarily  interrelated.  If  people  did  not  age  at  all, 
they would not live eternally anyway. People would die because of random 
reasons,  and  the  life  expectancy  would  be  increased  “only”  up  to  700–800 
years.1,5

It  is  known  that  there  are  both  aging  and  non-aging  organisms.  The 
former  can  be  distinguished  from  the  latter  only  by  the  shape  of  the  
survival curves of respective cohorts.5,6 The aging organisms die “according 
to Gompertz  law”, whereas  the non-aging ones die “exponentially”.  In  the 
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very rare cases of the complete absence of death, e.g., in the case of fresh-
water hydra populations under certain conditions,7–10 the survival curve is 
simply a horizontal line. The conclusion whether or not a given factor affects 
the aging process is made on the basis of the pattern of modification of such 
curves  under  the  influence  of  this  factor.  It  can  be  assumed  that  a  “true” 
geroprotector (any agent that slows down the aging process) should cause 
a  rightward  shift  of  the  survival  curve  without  changing  its  shape  (i.e.,  it 
should increase both the average and maximum life span). And the survival 
curve must not be exponential! However, a hypothetical “immortalizer” that 
makes the survival curve horizontal (i.e., virtually abolishes the death of the 
members of the cohort) could also be regarded as a geroprotector—in this 
case, an “ideal” one. It should also be emphasized that, in our opinion, it is 
not very important in this approach whether aging is a programmed process 
or whether  it  is only a “byproduct” of  the program of development and is 
determined by the stochastic processes triggered after the completion of the 
program.2,5,11–22

The factors that increase the life span of the non-aging organisms, appar-
ently, cannot be considered geroprotectors, because  they do not affect  the 
process of increasing the probability of death with age. Regarding the drugs 
that are used to combat the age-related diseases, formally, with their help we 
can slow down (or postpone) the age-associated increase in the probability 
of death but they may hardly affect the maximum (species-specific) life span. 
If  such  drugs  are  also  regarded  as  geroprotectors,  then  this  group  should 
include almost everything that ensures the normal existence of an organism 
(water, food, vitamins, trace elements, etc.). We share the point of view that 
age-related diseases are the result of aging but not vice versa.

The  growing  interest  in  experimental  gerontological  research  during 
recent years has, unfortunately, resulted in a paradoxical situation: although 
the number of publications in this field is increasing, only a minor part of 
them is actually devoted to the mechanisms of aging. In our opinion, this is 
due, among others, to the following methodological problems:
   
  (1)   As a rule, the authors ignore the above-mentioned classical definition 

of aging as a complex of age-related changes that increase the probabil-
ity of death.

  (2)   The emphasis in such studies is on an increase or decrease in life span, 
although this often, as previously said, has no relation to modification 
of the aging process (in particular, it is possible to prolong the life span 
of non-aging organisms, while the fact of aging itself is not necessarily 
indicative of low longevity).

  (3)   The control group often consists of animals with certain abnormalities 
or genetic disorders, so that any favorable influence on the correspond-
ing pathological processes results in life span prolongation.

  (4)   Too  much  significance  is  assigned  to  an  increase  or  decrease  in  
the average life span, which is largely determined by factors unrelated 
to aging.
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  (5)   An increasing number of gerontological experiments are performed on 
model systems providing only indirect information on the mechanisms 
of aging, and  its  interpretation  largely depends on  the basic concept 
supported  by  a  given  research  team.  In  particular,  this  concerns  the 
usage of the term “cell/cellular senescence,” which was originally intro-
duced to designate a complex of various adverse changes occurring in 
normal cells due to the exhaustion of their proliferative potential.23–27 
Today, however, many authors apply it to the phenomenon of suppres-
sion of proliferative activity in cells (including transformed cells) under 
the effect of various DNA damaging factors, which is accompanied by a 
certain cascade of intracellular events.28–31

   
There are also some extra problems we will touch on in the next sections 

concerning  various  approaches  to  testing  of  geroprotectors  (anti-aging 
compounds or physical factors) in experiments on cultured cells.

4.2  Cytogerontological Model Systems
Cytogerontology  deals  with  analysis  of  aging  mechanisms  on  cultured 
cells.5,21,32–34 It is the cytogerontological approach that is increasingly being 
used to test potential geroprotectors (any physical or chemical factors retard-
ing the increase in the probability of death with age). It should be empha-
sized  that  cytogerontology  as  a  branch  of  gerontology  cannot  successfully 
develop  in  the absence of  the correct general gerontological concepts and 
definitions described in Section 4.1. Because of this, we will review various 
approaches to the testing of geroprotectors in experiments on cultured cells 
keeping all our general considerations in mind.

There  is  the  issue  of  what  we  call  “the  problem  of  reductionism.”  In 
the  absolute  majority  of  gerontological  theories  proposed  in  the  past  few 
decades,  the  mechanisms  of  both  “normal”  and  accelerated  or  retarded 
aging  of  multicellular  organisms  are  reduced  to  certain  macromolecular 
changes  (no  matter  stochastic  or  programmed)  in  their  constituent  cells. 
As a consequence, numerous model systems have been developed to study 
“age-related” changes in the cells relieved from “organismal noise” associ-
ated with the functioning of the neurohumoral system. Such reductionism 
in experimental gerontology (“it all depends on adverse changes in individ-
ual cells”) has played its role, particularly in the development of the Hayflick 
model and also of some models used in our laboratory, such as the “station-
ary phase aging” model, the cell kinetic model for testing of geroprotectors 
and geropromoters (any factors that accelerate aging), and the model based 
on evaluation of cell colony-forming capacity.

What is not often remembered is that the foundations of this science 
were laid by August Weismann35,36 as early as in the late 19th century. As 
for the term “cytogerontology,” it was introduced by Leonard Hayflick32,37 
to  describe  research  on  aging  in vitro,  i.e.,  “age-related”  changes  in  cul-
tures of normal cells that have exhausted their mitotic potential (in fact, 
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it  is  this  replicative senescence  that was subsequently named the “Hay-
flick phenomenon”). The  term “cytogerontology” has  then been extrap-
olated to any studies on the mechanisms of aging in experiments on cell 
cultures.34,38–41

Weismann  was  the  first  to  emphasize  the  essential  distinction  between 
germ line cells, whose population is basically immortal, and somatic cells, 
which age and die. Thus, the cornerstone of his concept is that there exist 
the  mortal  soma  and  the  immortal  “germ  plasm”  (Keimplasma).  However, 
Weismann failed to give a clear definition of what cell aging/senescence is, 
and this probably accounted for the findings and conclusions made by Alexis 
Carrel,42,43 who laid the experimental foundations of cytogerontology in the 
early 20th century.

Carrel  was  interested  to  test  whether  somatic  cells  isolated  from  higher 
animals would “senesce” and die instead of propagating indefinitely. To this 
end, he developed a procedure for culturing epithelial or fibroblast-like cells 
in  special  flasks,  which  is  still  used  today  with  only  minor  modifications. 
However, the results of his experiments did not fit the “mortal soma” con-
cept: some cell strains derived from chicken embryos could be maintained 
in  culture  almost  indefinitely,  without  showing  any  signs  of  degradation. 
This is why gerontologists in the 20th century for almost 50 years considered 
somatic cells to be capable of unlimited replication, until the experiments 
performed in the 1950s and 1960s by Swim and Parker23 and, subsequently, 
by Hayflick24,25,27 showed that the results obtained by Carrel were apparently 
artifactual. In fact, almost all normal animal cells have proved to have a lim-
ited proliferation potential, being capable of no more than 100–120 divisions 
in culture (about 50 cell population doublings).

Unfortunately,  the  model  based  on  the  Hayflick  limit  concept  (aging  
in vitro) is apparently not directly related to the mechanisms of aging, as has 
been repeatedly noted previously.2–6,44–46 In other words, we cannot conclu-
sively  explain  why  we  age  by  relying  solely  on  the  phenomenon  of  limited 
mitotic  potential  of  normal  cells,  which  is  practically  never  fully  utilized  
in vivo. However, owing to Olovnikov’s theory of marginotomy,47–49 we at least 
know today how this phenomenon is realized in the cells.

It  is not excluded  that,  if  the human  life  span were extended severalfold, 
some  cell  populations  would  eventually  exhaust  their  mitotic  potential 
(thereby  reaching  the  Hayflick  limit),  which  could  have  resulted  in  the 
“second wave” of aging, but this has not occurred so far. It should be noted, 
however, that some researchers still hold the opinion that the shortening of 
telomeres in the cells is the key mechanism of aging. In particular, according 
to the point of view described by Mikhelson,50,51 a certain “mosaicism” in the 
proliferative parameters, observed in a highly organized multicellular organ-
ism, allows  the shortening of  telomeres  to be considered as an  important 
factor in aging and longevity.

The body of evidence for the gerontological value of the Hayflick phenom-
enon is based only on a series of correlations,6,40 like reduced mitotic poten-
tial of fibroblasts from the patients with progeria, direct relationship of this 
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parameter to the species lifespan, or its inverse relationship to the age of cell 
donor. When demonstrating that Hayflick’s model is appropriate for study-
ing aging mechanisms, it is usually emphasized that various changes, simi-
lar to those in the cells of an aging organism, take place in normal cultured 
cells as the number of cell population doublings increases.24–26,33,52 In other 
words, cells either accumulate or lose something during aging in vitro in the 
same way as during aging in vivo. Therefore, it is again the case of correlation; 
this time it is correlation of the changes of certain biomarkers of aging (BA).

Despite its “correlativity,” Hayflick's model has been widely used. Based on 
this model, a large body of data was obtained, which explained many prob-
lematic aspects in the life activity of organisms. In particular, it concerned 
the  mechanisms  of  development  and  malignant  transformation.  However, 
the study of aging in vitro, in our opinion, practically did not help gerontol-
ogists to understand the fundamental mechanisms of aging and longevity.

Keeping in mind the main topic of the review, we should note that, when 
testing  geroprotectors  on  the  model  system,  researchers  have  followed 
either: (1) the proliferative potential of the cells studied, or (2) the process of 
the accumulation of various BA.

We developed another “correlative” model for testing of geroprotectors and 
geropromoters—the “cell kinetics model”.39,53,54 It is based on the well-known 
inverse correlation between the “age” of cultured cells (i.e., age of their donor) 
and their saturation density.55 This term is used for the maximum density (num-
ber of cells per square unit) of a cell culture in the stationary phase of growth 
when the cells stop propagating due to contact inhibition. It was assumed that 
the higher the saturation density is, the “younger” the cells studied are. The 
model allowed us to perform preliminary testing33,39,56,57 of a  lot of different 
compounds and factors  (gamma-irradiation, DNA-alkylating agent  thiophos-
phamide,  low  frequency  electromagnetic  field,  antioxidants  2-ethyl-6-methyl- 
3-hydroxypyridine  chlorohydrate  and  butylated  hydroxytoluene,  etc.)  that 
are interesting from a gerontological point of view, but, unfortunately, it also 
revealed no information about the real mechanisms of aging or its modulation.

Unlike the Hayflick model and the cell kinetics model, which are based on 
a series of correlations, our model of “stationary phase aging” (accumulation 
of “age-dependent” injuries in cultured cells whose proliferation is restricted 
in a certain way, preferably by contact inhibition) is a “gist” model based on 
the assumption that processes taking place in this model system are essen-
tially similar to those in an aging multicellular organism.33,40,41,58–62 In fact, 
this assumption directly issues from our concept that the restriction of cell 
proliferation  is  the  main  mechanism  providing  for  the  accumulation  of 
macromolecular defects in cells of aging multicellular organisms.2,5,6,33

Our  numerous  experiments  provide  evidence  that  changes  in  the  cells 
occurring  in  our  model  system  are  indeed  similar  to  those  in  the  cells  of 
aging  multicellular  organisms.  They  include  accumulation  of  DNA  single- 
strand  breaks  and  DNA–protein  crosslinks,  DNA  demethylation,  changes 
in  the  level  of  spontaneous  sister  chromatid  exchanges,  structural  defects 
in  the  cell  nucleus,  alterations  in  the  plasma  membrane,  retardation  of 
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mitogen-stimulated  proliferation,  impairment  of  colony-forming  capac-
ity,  changes  in  dealkylase  activity  of  cytochrome  P450,  accumulation  of 
8-oxo-2′-deoxyguanosine (a known biomarker of aging) in the DNA, increase 
in the number of cells with senescence-associated beta-galactosidase activ-
ity  (the  most  popular  biomarker  of  cell  senescence),  and  inhibition  of 
poly(ADP-ribosyl)ation of chromatin proteins.5,33,63–71

It should be emphasized that such experiments can be performed with cells 
of different origin, including human and animal cells, bacteria,72,73 yeasts (cur-
rently most widely used in experiments on “stationary phase aging”74), plant 
cells,33 microalgae,75 and mycoplasmas.76,77 This provides a basis for the evo-
lutionary  approach  to  the  analysis  of  experimental  results.78  Moreover,  the 
“age-related” changes in cells of stationary cultures can be revealed within a 
relatively short time: as a rule in 2–3 weeks after the start of the experiment.

The stationary phase aging of yeasts is called “chronological aging” and is 
most frequently studied in Saccharomyces cerevisiae. It is observed in a popu-
lation of yeast cells in the stationary phase of growth when their proliferation 
is stopped in one way or another.79 In this case, the viability of cells is usually 
estimated by their ability to form colonies in a fresh growth medium.80 The 
chronological aging of yeasts should be distinguished from their so-called 
“replicative aging”. The latter is based on the phenomenon of a limited num-
ber of daughter cells that can be generated by one mother cell. This model 
is very similar to the Hayflick model. However, unlike the cultured human 
and  animal  cells,  the  daughter  cell  of  the  yeast  Saccharomyces cerevisiae, 
which is typically much smaller than the mother cell, is formed as a result 
of asymmetric budding. In this case, the mother cell loses its ability for such 
budding after a certain number of divisions and  then undergoes degrada-
tion and lysis, and the daughter cells “are born very young.” This process is 
similar to the aging of the stem cell pool in higher organisms.81 It should be 
noted that, for the yeast Schizosaccharomyces pombe, in which two identical 
daughter cells are formed as a result of symmetrical division (fission) of one 
mother cell, only the chronological aging model can be used.82

It is important that in studies on the Hayflick model it is fairly difficult to 
correctly perform repeated experiments with the same cell strain because the 
cells continuously change from passage to passage (“no man ever steps into 
the same river twice”), whereas the “stationary phase aging” model allows, as 
already mentioned above, experimentation with transformed (or normal but 
immortalized) animal and human cells with an unlimited mitotic potential 
so that multiple replication of an experiment is no longer a problem.83

4.3  Constructing of Survival Curves for Cultured 
Cells in Cytogerontological Experiments

During many years of research on the “stationary phase aging” model, our 
premise was that cultured cells whose proliferation is restricted in some way 
(preferably by contact inhibition) accumulate “age-related” defects similar to 
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those  in cells of aging multicellular organisms (and geroprotectors should 
postpone/retard  the  accumulation),  with  the  kinetics  of  cell  death  in  this 
model  system  remaining  behind  the  scene.  Our  subsequent  studies  have 
shown that cells in this model die out in accordance with the Gompertz law; 
i.e.,  they  age  in  the  true  sense.6,84  In  other  words,  the  probability  of  their 
death  increases  exponentially  with  age,  as  in  aging  animals  and  humans. 
Incidentally, similar results were obtained with the suspension cultures of 
Acholeplasma laidlawii,77 and our previous experiments with this mycoplasma 
showed  that  its  “stationary  phase  aging”  could  be  successfully  delayed  by 
treatment with a geroprotective antioxidant 2-ethyl-6-methyl-3-hydroxypyri-
dine chlorohydrate.76

It should be noted that most of the cell survival curves in our studies were 
obtained  with  transformed  animal  and  human  cells.  Under  appropriate 
conditions, most cancer cells are capable of proliferating indefinitely, with 
a given cell  line  (but not  individual cells!) being “immortal.” For example, 
the well-known HeLa cell line has been maintained in hundreds of labora-
tories over more than 60 years. However, when the growth of such a culture 
is restricted by certain physiological means (not causing cell death), various 
defects at different structural and functional levels begin to accumulate in 
the cells, and the probability of their death increases; i.e., the cells, as already 
mentioned, age in the true sense.83 At the same time, with regard to the reli-
ability  theory,  it  should  be  taken  into  account  that  an  aging  multicellular 
organism should not necessarily consist of senescing cells: the cells can sim-
ply die out “by exponent” (i.e., without senescence), as in the case of radio-
active decay.

Usually, no special methods of cell viability assessment were used by us 
in such experiments with human and animal cell cultures, and the propor-
tion of  cells  survived  by  a given moment  of  time was  determined  visually, 
simply by counting the cells under a light microscope. Hence, the question 
has arisen as to how adequately the viability of an individual cell is evaluated 
using such an approach. This aspect is especially important for correctly con-
structing the survival curve's right tail, where the scattering of data points 
reaches a maximum because of significant reduction in the absolute number 
of the cell population.62

It should be noted that the correct assessment of cell viability is a problem 
for all specialists working with cell cultures, but it is especially acute in the 
case  of  cytogerontological  experiments,  where  attention  is  focused  on  the 
temporal dynamics of the live/dead cell ratio in culture. It is such a parame-
ter that should be determined in the first place in studies on cell aging both 
in the Hayflick model and in our model of stationary phase aging. However, 
this task is not as simple as it may seem at first glance. First, the cells may 
divide, thereby disrupting the integrity of the cell cohort; second, it is fairly 
difficult  to  correctly  determine  the  time  of  death  for  a  particular  cell:  the 
period of dying may be commensurate with cell life span, and it is tough to 
tell what stage in this long process is the point of no return,85 after which the 
cell can be certainly considered dead.



Chapter 460

Today, a variety of probes are available for assessing cell viability (e.g., see 
Section 15.2  ‘Viability and Cytotoxicity Assay Reagents’  in Molecular Probes 
Handbook86), but the results obtained with different probes unfortunately dif-
fer from each other. This is not surprising because the rationales for using 
certain probes are based on different concepts of what exactly  is  the main 
criterion of cell viability (the integrity of the plasmalemma, the ability to syn-
thesize ATP, the level of dehydrogenase activity, cell respiration rate, etc.). In 
other words, this is a fairly common situation when a given cell is classified 
as live in one test and as dead in another.

In  our  experiments,  we  repeatedly  determined  the  proportion  of  dead 
cells in the same “stationary aged” culture (not subcultured for 2–3 weeks) 
by  directly  examining  the  cells  under  a  microscope  and  by  taking  digital 
images of the culture and taking cell counts on a computer display. In both 
cases, the cells were examined either “as is” (without any special treatment) 
or after adding dyes/probes commonly used for differential staining of live 
and dead cells (in particular, trypan blue, methylene blue, neutral red, and 
MTT). In many cases, the dead cell ratio detected by these methods proved to 
differ significantly, which casts doubt on the efficiency of such an approach 
to cell viability assessment in cytogerontological research. It should also be 
noted that some popular dyes have a number of side effects, which research-
ers often fail to mention. In particular, this concerns tetrazolium salts (MTT, 
XTT, etc.), which are inexpensive and can be used in experiments with cells 
of different origin,  from bacteria  to mammalian cells. However, some spe-
cialists consider that these probes are not optimal for assessing cell viability, 
even though they allow correct estimation of metabolic activity.87 First, cell 
metabolic activity may change due to a variety of factors, even when the num-
ber of  live cells  in the population remains unchanged;88 second,  formazan 
crystals formed in the cells can damage the plasma membrane, thereby con-
tributing  to  cell  mortality.87  The  accuracy  of  analysis  may  be  improved  by 
using standard reagent kits containing several molecular probes each,89 but 
this does not solve the problem in general.

Three  groups  of  approaches  to  assessing  the  viability  of  cultured  cells 
(Table 4.1) were diagrammatically represented in a paper of ours.90 Table 4.1 
does not cover all possible variants of live/dead cell tests but provide an idea 
of how broad the spectrum of such approaches can be. All methods have cer-
tain advantages and drawbacks. In particular, the occurrence of holes in the 
plasma membrane is not necessarily fatal for the cell, since sometimes the 
membrane can be repaired.91

Meanwhile, there is one method that usually gives a correct answer to the ques-
tion about the proportion of dead cells in the test culture under study, in which 
the viability of cells is estimated from their colony-forming efficiency (CFE).92–94 
This method was widely introduced in cytogerontological experimentation in 
the 1970s, with the development of studies on the Hayflick phenomenon, i.e., 
aging in vitro.95,96 In particular, this was due to the fact that the proportion of col-
onies consisting of at least 64 cells (in some studies, at least 16 cells) proved to 
be a good indicator of the “biological age” of normal cell culture, well correlated 
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with the cell population doubling level. The CFE assay is also actively used to 
test the mitogenic or cytotoxic activity of various compounds.92,97

As a rule, this assay is performed by plating 100–200 cells from the test cul-
ture into Petri dishes and evaluating the number and size of colonies grown 
after several days. The same approach is suitable  for determining the CFE 
of cells from donors of different ages in studies on their aging  in vivo, but 
it is for obvious reasons inapplicable to postmitotic or very slowly dividing 

Table 4.1   A  simplified  classification  of  approaches  to  assessing  the  viability  of  
cultured cells.a

Approach Indices assessed

Comments/
specific parameters 
measured

Selected probes or 
dyes

Evaluation of cell 
proliferative 
activity

DNA synthesis Label incorporation 
into nascent DNA

3H-Thymidine; bro-
modeoxyuridine

Colony-forming 
ability

AWNC; CFE —

Dilution of dye in 
daughter cells

Dye concentration 
decreases by half 
with each cell 
division

CFDA SE, CMFDA; 
SNARF-1 and its 
derivatives

Evaluation of 
plasma mem-
brane integrity

Damaged 
plasmalemma

Dye penetration into 
the cell

Trypan blue; ethid-
ium bromide

Enzyme leakage 
from the cell

Bis-AAF-R110

Intact plasmalemma Dye retention in the 
cell

FDA, CFDA AM; 
SNARF-1

Evaluation of  
metabolic 
activity

Enzymatic activity Redox reactions Methylene blue; 
tetrazolium salts

Esterase activity FDA, SFDA; BCECF 
AM

Transmembrane 
potential and 
other concentra-
tion gradients

Dye accumulation in 
mitochondria

Rhodamine 123; 
Di-4-ANEPPS; 
JC-1, JC-9

ATP content in the 
cell

ATP-dependent 
transport

2-NBDG; Na2
51CrO4

ATP-dependent 
enzyme activities

Luciferin/luciferase

a Abbreviations – 2-NBDG: 2-(N-(7-nitrobenz-2-oxa-1,3-diazol-4-yl)amino)-2-deoxyglucose; BCECF 
AM: 2′,7′-bis-(2-carboxyethyl)-5-(6)-carboxyfluorescein acetoxymethyl ester; bis-AAF-R110: bis- 
(alanyl-alanyl-phenylalanyl)-rhodamine 110; CFDA AM: 5-(6)-carboxyfluorescein diacetate ace-
toxymethyl  ester;  CFDA  SE:  5-(6)-carboxyfluorescein  diacetate  N-succinimidyl  ester;  CMFDA: 
5-chloromethylfluorescein  diacetate;  di-4-ANEPPS:  3-(4-(2-(6-(dibutylamino)naphthalene-2-yl)
vinyl) pyridinium-1-yl)propane-1-sulfonate;  FDA:  fluorescein  diacetate;  JC-1:  5,5′,6,6′-tetrachloro- 
1,1′3,3′-tetraethylbenzimidazole  carbocyanide  iodide;  JC-9:  3,3′-dimethyl-α-naphthoxazole 
iodide; SFDA: 5-sulfofluorescein diacetate; SNARF-1: seminaphtharhodafluor-1; AWNC: average 
weighted number of the class; CFE: colony-forming efficiency.
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cells composing organs critically important for the aging process (neurons, 
cardiomyocytes, hepatocytes, etc.). Unfortunately, the viability of such cells 
can only be assessed using the aforementioned probes for measuring a cer-
tain functional parameter. However, the choice of such a parameter largely 
depends on what concept of aging is supported by the researcher, while the 
idea  that  if  a  cell divides,  then  this  is  certainly a  live cell,  is  evident  to  all 
gerontologists.  This  is  why,  when  possible,  it  is  most  expedient  to  rely  on 
measurements  of  CFE  as  the  best  indicator  of  cell  viability  in  the  popula-
tion studied. Unfortunately, this method in its routine variant often fails to 
reveal subtle modifications of CFE manifested as changes in the distribution 
of colonies by size rather  than  in  their number. Hence,  it  is often difficult 
to compare histograms of size distribution for colonies formed in different 
Petri dishes, e.g., in experiments on the effect on cell cultures of certain bio-
logically active substances (in particular, potential geroprotectors or geropro-
moters). To facilitate this procedure, it would be desirable to have a certain 
numerical  parameter  providing  an  integrated  characteristic  of  each  histo-
gram, which allows simple statistical analysis of the data.

To this end, we have modified the method for the CFE assay by distribut-
ing the colonies grown in a dish into size classes and calculating the average 
weighted number of the class (AWNC) for each distribution.41,62 It has been 
assumed that an increase in AWNC (a shift of the distribution to larger colony 
size) is indicative of improvement in the functional status of the test culture 
(i.e., a reduction of its “biological age”), while a decrease in this parameter is 
evidence that the culture is “getting older.” This approach may be ineffective 
in some cases since it is theoretically possible that AWNC remains the same 
while the shape of the histogram changes, but we have never observed such 
a situation in our experiments. An additional advantage of this approach is 
that it provides for lower scattering of results obtained by different research-
ers for the same Petri dishes with cell colonies. Therefore, more researchers 
may be involved in the tedious process of cell counting in all the colonies in 
order to accelerate it, without any significant increase in the contribution of 
subjectivity to the dispersion of the results. To plot the distribution of colo-
nies by size, we divide them into 17 classes with regard to the number of cells 
per colony (1–15, 16–31, 32–47⋯240–255, 256 and greater). Thus, all classes 
except the first and the last are of the same size (16 cells).

The above approach to the testing of biologically active compounds on cell 
cultures is well illustrated by the results of our study on the effect of hydrated 
C60-fullerene on the CFE of transformed Chinese hamster cells.62 These results 
confirm the geropromoter activity of the test agent, which has been revealed 
in previous experiments with the stationary phase aging model. As found in 
this study, the calculation of CFE and, especially, AWNC markedly simplifies 
the  interpretation of experimental data and practically eliminates  the prob-
lem of subjectivity in taking colony cell counts. To date, we have performed a 
number of cell culture experiments with various potential geroprotectors and 
geropromoters, and the results obtained provide conclusive evidence for the 
expediency of the proposed approach for rapid testing of such agents.41,98
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To be objective,  it should be noted that analysis of stationary phase cell 
aging by CFE assay may be complicated by the fact that cultured cells should 
be first removed from the growth substrate by treatment with special agents 
(usually a mixture of trypsin and Versene solutions) that disrupts the calcium–
protein bridges attaching the cells to the surface and then plated at a very low 
density into Petri dishes or culture plates with fresh medium. This procedure 
is fairly traumatic and may even be fatal, especially for “elderly” cells, and the 
scattering of data on their CFE may sharply increase at the late stages of cell 
survival in this model system.62

4.4  Interpretation of Data About the Impact of 
Geroprotectors on Viability of Cultured Cells in 
Cytogerontological Studies

Based on the data reviewed in the former section it could be assumed that 
the solution of problems related to evaluating the viability of cultured cells in 
cytogerontological experiments, with special emphasis placed on the prob-
lems associated with constructing of the survival curves for cultured cells in 
the stationary phase aging model, should ensure successful testing of poten-
tial geroprotectors in experiments based on this model as well as on some 
other cytogerontological model systems. However,  the  following questions 
(in addition to the questions formulated in the Introduction) regarding the 
interpretation  of  data  obtained  in  such  studies  in  application  to  humans, 
whose aging is of primary interest to us, remain open:
   
  (1)   Whether  the  factors  (chemical or physical)  that  improve  the viability 

of cultured cells should always slow down the aging of a multicellular 
organism, and vice versa?

  (2)   How important is it which criteria of cell viability are used in testing 
geroprotectors in cytogerontological experiments?

  (3)   How can the interpretation of results obtained in a study depend on the 
origin of cells that were used in this study?

   
We will try to answer these questions below.
When studying potential geroprotectors in cytogerontological experiments 

(i.e., in experiments on cell cultures), we usually evaluate their effect on cell 
viability. However, the criteria of this viability, as already mentioned, may be 
fundamentally different depending on the theory of aging to which a specific 
researcher adheres. In particular, the concept according to which the aging of 
a multicellular organism is caused by the limited mitotic potential of the nor-
mal cells constituting this organism has been very popular for many years. 
For this reason, the compounds that increase the proliferative potential (the 
“Hayflick limit”) of such cells in vitro were automatically regarded as geropro-
tectors (it should be emphasized that we are talking about the proliferative 
potential of cells but not about their proliferative activity; unfortunately, these 
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parameters are very often confused in the cytogerontological literature). At 
the same time, data according to which the aging of an organism is largely 
determined by its postmitotic or very slowly proliferating cells (neurons, car-
diomyocytes, hepatocytes, egg cells, etc.), which never have enough time to 
realize even  the “normal” proliferative potential during  the  lifetime of  the 
“host”, have been ignored.6,99 The majority of human cells do not proliferate 
or proliferate very slowly because they should not do it rather than because 
they  cannot.  Therefore,  the  induction  of  telomerase  activity  in  the  normal 
cells,  leading  to  a  significant  increase  in  their  mitotic  potential  (possibly, 
even making it unlimited), cannot be realized in these cells. And for the cells 
of the organism that already have telomerase (stem and germ line cells), this 
induction is even more useless.

If  a  test  compound  has  a  positive  effect  on  the  proliferative  activity 
of  cells  (which  is  manifested,  for  example,  in  increasing  their  CFE),  the 
effects of  this drug on the organism can be dual  type. On the one hand, 
for some cells (for example, those involved in the regeneration processes), 
such stimulation can be useful. On the other hand, this effect can, firstly, 
stimulate the proliferation of those cells that, as mentioned above, should 
not divide, and secondly,  increase the probability of a rapid propagation 
of the precancerous (or even cancerous) cells present in the organism. An 
increase in the incidence of benign tumors also cannot be ruled out. How-
ever, it should be emphasized that the evaluation of the CFE of cells is one of 
the few methods that provide data on the characteristics of individual cells 
rather than the cell population in general.92 In the latter case, information 
about possible subpopulations of cells that may differently respond to the 
test compound is lost due to averaging. For example, under the influence 
of  a  test  factor,  the  content  of  8-oxo-2′-deoxyguanosine,  a  popular  aging 
biomarker,70  in  DNA  of  different  cells  may  increase,  decrease,  or  remain 
unchanged. As a result, the estimation of the content of 8-oxo-2′-deoxygua-
nosine on average can lead to the conclusion about the absence of changes 
in this parameter.

Some parameters used to assess cell viability in cytogerontological exper-
iments  can  be  purely  “correlative”,40  so  that  their  interpretation  becomes 
even more complicated. For example, this applies to the saturating density 
of a cell culture.  It  is known that,  for normal diploid cells,  this parameter 
is  inversely well correlated with the age of  the cell donor  (in  this case,  the 
cause–effect relationships remain unclear). It was this parameter we used in 
our cell kinetics model (see Section 4.2) to assess potential geroprotectors. It 
was assumed that the factors that increase the saturating density of the cul-
ture and, thereby, reduce the “biological age” of cells should have a positive 
effect on the viability and aging of a multicellular organism. However, in this 
case, we may face the same problems as in interpreting the data of experi-
ments on CFE. It is not obvious that an improved ability of cells to reach a 
high saturating density in culture will slow down the aging of a multicellular 
organism in all cases. It cannot be ruled out that it may have no effect on the 
aging process at all or may even accelerate it.
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It is very important which cell types are used in cytogerontological exper-
iments on testing potential geroprotectors—normal or transformed cells of 
multicellular  organisms,  unicellular  eukaryotic  or  prokaryotic  organisms, 
etc.  As  noted  above,  differences  in  interpreting  the  results  of  geroprotec-
tor  testing  that  were  obtained  on  normal  and  transformed  human  or  ani-
mal cells can become quite apparent when these results are extrapolated to 
humans, many of whom die from cancer. In particular, the biologically active 
compounds that reduce the viability of cultured cancer cells can extend the 
life span of humans and experimental animals, similarly to the agents that 
increase the viability of normal cultured cells. The use of unicellular organ-
isms,  such as bacteria  or  yeast, makes  it  possible  to  estimate  the  effect of 
various agents on the cells that represent independent organisms. However, 
a bacterium, for example, is so dramatically different from a mammalian cell 
that the same compound can kill the former but have hardly any effect on the 
viability of the latter (for example, this refers to antibiotics).

In our opinion, the use of the stationary phase aging model in many cases 
makes  it possible  to avoid many of  these problems because  the key  factor 
that  triggers  the  “aging”  of  all  cells  used  in  experiments  is  the  restriction 
of cell proliferation with the help of various quite physiological impacts. A 
classic example is the chronological aging of yeast,74,80 the results of studies 
of which are often pretty successfully used for studying the mechanisms of 
aging of humans and animals.  In particular, experiments with the yeast 
Saccharomyces cerevisiae showed that rapamycin, a well-known mTOR inhib-
itor, in small doses that are sufficient for slowing down the proliferation of 
yeast cells but do not completely block this process, increases the culture life 
span in the chronological aging model.100,101 Later this compound was shown 
to extend the life span of experimental animals—mice102,103 and fruit flies.104 
It should be noted that, according to the ideas of some researchers,101,105 the 
positive “gerontological” effect of rapamycin may be associated with the acti-
vation of autophagy. It also cannot be ruled out that the beneficial effect of 
rapamycin on the life span of animals may be due to its ability to suppress 
the emergence and development of malignant tumors.17,106 As already men-
tioned  above,  in  this  case,  it  can  hardly  be  considered  a  geroprotector.  In 
addition, it is interesting to note that animals may develop tolerance to rapa-
mycin over time. For this reason, some authors suggest that this drug should 
be used in combination with other active compounds, such as resveratrol.107 
Unfortunately, such problems are unlikely to be “caught” in cytogerontolog-
ical studies.

4.5  Some Words About Biomarkers of Cell Aging/
Senescence

It  appears  that,  today,  the  construction  of  the  survival  curves  of  the  test 
animal/human cohorts is the most reliable way to estimate the efficiency of 
interventions in the aging process. Unfortunately, this method is inefficient 
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in terms of labor, time, and finance expenditures. Because of this, overeager 
gerontologists  currently  rely  mainly  on  so-called  BA.  Space  limitations  do 
not allow us to dwell on the essence of this term, but this is not necessary, 
since the relevant literature is available to any reader. It should only be noted 
that the researchers who use this term usually have in mind not so much the 
markers of aging itself as the markers of biological age. In other words, the 
markers  (parameters) are well correlated with the chronological age of  the 
test organisms but not with aging,  i.e.,  the time-dependent increase in the 
probability of death.

An illustrative example to this issue is the situation with human hair turn-
ing  gray:  the  relative  amount  of  gray  hairs  is  well  correlated  with  age  but 
shows  practically  no  correlation  with  mortality.  Thus,  relevant  parameters 
in gerontology are those related to the basic mechanisms of aging, prefera-
bly in a cause-and-effect mode, and the majority of gerontologists consider 
that  these are cellular or molecular mechanisms. The batteries of  tests  for 
determining  the  biological  age  (in  other  words,  the  degree  of  senescence) 
based on evaluation of various physiological parameters, which have been 
used on a wide scale, gradually recede in the past, giving way to studies with 
emphasis  on  “fundamental”  BA—that  is,  on  certain  cellular  or  molecular 
characteristics.  Moreover,  these  parameters  are  currently  usually  tied  in 
with  the  phenomenon  named  cell/cellular  senescence,  which  is  central  in 
cytogerontology.

It was initially considered that cell senescence takes place “by itself”, i.e., it 
is driven by an intrinsic mechanism, and all subsequent changes in the cells 
are mere consequences of this process. In fact, this fully applies to the mech-
anism of telomere shortening with every cell division, discovered by Alexey 
M. Olovnikov.47  In  the 1980s, one of us  formulated the concept of aging,33 
according to which the restriction of cell proliferation imposed during devel-
opment (due to the formation of populations of highly differentiated post-
mitotic  or  very  slowly  dividing  cells)  is  the  main  cause  of  age-dependent 
accumulation  of  various  macromolecular  defects  (mainly  DNA  damage)  in 
the  cells.  This  concept  provides  a  simple  explanation  to  “age-dependent” 
changes  in senescent cell cultures: as cell proliferation at  later passages  is 
retarded,  spontaneous  DNA  injuries  are  no  longer  “diluted”  among  newly 
emerging cells and their frequency in the population as a whole increases. 
The  population  aspect  is  very  important  since  some  cells  fully  retain  the 
ability to divide, but their proportion decreases with passaging, so that cell 
senescence is manifested at the level of whole cell population. In essence, our 
“stationary phase aging” model5,33,58–61 was based on 100% suppression of 
cell proliferation in culture by contact inhibition or some other physiological 
factor, with consequent accumulation of “age-dependent” defects in the cell 
population. In this case as well, we first made the cells “senesce” and only 
then analyzed them for certain biomarkers of in vivo aging (e.g., DNA breaks). 
Thus, in the “classic” approach it was assumed that cell senescence is driven 
by a certain intrinsic mechanism, which leads to the emergence of various 
macromolecular defects (first of all, DNA damage) in the cells.
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In  recent  years,  however,  cell  senescence  is  understood  primarily  as  the 
appearance  or  accumulation  in  the  cells  (most  often,  transformed  cells 
not prone to replicative senescence) of certain “BA” (this time in quotation 
marks, because the situation is by no means related to real aging) under the 
impact  of  various  external  factors  causing  DNA  damage  (oxidative  stress, 
H2O2,  mitomycin  C,  doxorubicin,  ethanol,  ionizing  radiation,  etc.).30,108–111 
This  phenomenon  is  referred  to  as  DNA  damage  response  (DDR).  Within 
this  definition,  the  “senescence”  of  cells  takes  place  under  the  impact  of 
DNA-damaging agents rather than on itself. It is also called “stress-induced 
premature senescence”.112 The aforementioned BA include senescence-asso-
ciated beta-galactosidase (SA-β-Gal) activity, expression of p53 and p21 pro-
teins as well as of regulators of inflammation such as IL-6 or IL-8, activation 
of oncogenes, etc. Therefore, cell “senescence”  in  the context of  the above 
definition occurs not by  itself but because of  the  impact of DNA-damaging 
agents. In our opinion, such an approach is very important for defining the 
strategy of cancer control but, yet again, leads away from the study of actual 
mechanisms of organismal aging.31 A similar view was expressed by famous 
gerontologist Denham Harman in his brief comment published in the jour-
nal Biogerontology.113 It should be emphasized that in our “stationary phase 
aging” model5,33,59,60 we also observe certain BA in cell cultures, but in this 
case they appear due to restriction of proliferation by contact inhibition, i.e., 
by a physiological factor that itself causes no damage to the cells. This situa-
tion is closely similar to what takes place in a multicellular organism.

The most popular biomarker of cellular senescence is SA-β-Gal (β-galacto-
sidase pH 6.0). The enzyme β-galactosidase, a lysosomal hydrolase, cleaves 
off  the  terminal  β-galactose  from  the  compounds  containing  it  (lactose, 
keratin  sulfates,  sphingolipids,  etc.).  It  is  involved  in  some  “minor”  meta-
bolic  reactions  and  is  present  in  almost  all  tissues.  This  enzyme  exhibits 
maximum activity at pH 4.0; however, the difference in this index between 
the “old” and “young” cells can be better detected by certain biochemical 
methods at pH 6.0. The feasibility of using SA-β-Gal activity as a BA was first 
postulated in 1995 by Dimri et al.,114 who demonstrated that the expression 
of this enzyme increases with aging both in vitro and in vivo. In subsequent 
years,  this BA was widely used in cytogerontological experiments to assess 
the “age” of cells and is currently the most common in the studies29,115 based 
on the definition of cellular senescence that we do not accept. However, in 
parallel, several studies were published whose authors emphasized that SA-β-
Gal activity in cells is not so good a BA, because, in many cases, it depends 
not so much on age (both in vivo and in vitro) as on the method of research 
and/or the presence of certain pathologies as well as, what is most import-
ant, on the proliferative status of the cells.116–122 It seems that cell prolifer-
ation  restriction,  for  whatever  reason  (differentiation,  contact  inhibition, 
DDR, some diseases, etc.),  is the factor that causes stimulation of SA-β-Gal 
expression. In other words, SA-β-Gal appears even in the “young” cells if their 
proliferation is suppressed. Not long ago, we showed71 that in the stationary 
phase culture of transformed Chinese hamster cells, the proportion of cells 
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in which SA-β-Gal  is detected by  the method of Dimri et al.  increases with 
time, and this is accompanied, on the one hand, by an increase in the level 
of poly(ADP-ribose) in the cells and, on the other hand, by a decline in their 
capacity to synthesize poly(ADP-ribose) in response to DNA damage induced 
by H2O2. Such data, in our opinion, provide further evidence of the viability 
of our concept of aging, which postulates the crucial role of cell proliferation 
restriction  in  the accumulation  in cells of various macromolecular defects 
(the most important of which are DNA lesions), which, in turn, lead to dete-
rioration in the functioning of organs and tissues and further increase in the 
probability of death of macroorganisms.5,6,22

It is also interesting to note that, in the experiments designed to compare 
the effects of “stationary-phase” or “stress-induced” (exposure to 4% ethanol 
for 2 h per day for 5 days) aging on the transformed Chinese hamster cells, 
we showed that the percentage of cells stained for SA-β-Gal by the method of 
Dimri et al. in a 14 day-old “stationary-phase-old” culture was much higher 
than  in  the  “young”  (7  day-old)  control  culture  but  comparable  to  that 
detected in 7 day-old cells incubated with ethanol.123

Finally, we would like to mention another study,124  the authors of which 
showed that, both in the “stress-induced premature senescence” and in the 
replicative senescence “according to Hayflick,” SA-β-Gal does not accumulate 
if the expression of the GLB1 gene, which encodes the lysosomal β-galactosi-
dase, is disrupted.

4.6  Conclusions
   
  (1)   We  think  that  any  “true”  geroprotector  should  retard  the  age-related 

increase in the probability of death of aging organisms causing a right-
ward shift of  the survival curve and  increasing both  the average and 
maximum life span.

  (2)   We do not think that the drugs that are used to combat age-related dis-
eases  could  be  considered  geroprotectors,  as  well  as  the  factors  that 
increase the life span of the non-aging organisms.

  (3)   At present, there are several cytogerontological models that are used for 
testing of potential geroprotectors. The most popular among them are 
the Hayflick model, the stationary phase (chronological) aging model, 
and the cell kinetics model. In our opinion, the least number of prob-
lems associated with interpreting the results of testing potential gero-
protectors in cytogerontological experiments arises when such studies 
are  performed  using  the  model  of  stationary  phase  aging  (which  is 
based on the concept of cell proliferation restriction as the main cause 
of  accumulation  of  macromolecular  lesions  in  cells  of  multicellular 
organisms with age, leading to the deterioration of the functioning of 
tissues  and  organs  and,  as  a  result,  an  increase  in  the  probability  of 
death) of normal cells. However, even this approach will not give the 
final answer to the question of whether or not the studied factor is a 



69Testing of Geroprotectors in Experiments on Cell Cultures: Pros and Cons

“true”  geroprotector.  Answering  this  question  will  inevitably  require 
both experiments in animals and clinical trials.

  (4)   The  cytogerontological  models  mentioned  can  be  effectively  used  to 
test  various  agents  (drugs)  or  their  combinations  for  their  potential 
ability to accelerate or retard aging only if their effect is realized at the 
cell level. Unfortunately, we have recently got the impression that even 
the  data  obtained  with  “gist”  cell  culture  models  cannot  be  directly 
extrapolated to the organism as a whole. Our cytogerontological tests of 
various geroprotectors on the models of “stationary phase aging”, cell 
kinetics, and cell CFE have shown that these factors fairly often have 
no favorable effect on the viability of cultured cells, even though they 
prolong the life span of experimental animals and improve the state of 
human health. This fact suggests that the effect of a geroprotector in 
many cases manifests itself only at the organismal level (probably due 
to activation/suppression of certain biochemical or neurophysiological 
processes) and is not  limited to the improvement of viability of  indi-
vidual cells. Apparently, the same is also true of geropromoters. Thus, 
it was probably a serious mistake to perform experiments with cell cul-
tures so as to exclude the influence of the endocrine and central ner-
vous systems (which actually was the main purpose of gerontologists, 
beginning from studies by Alexis Carrel42,43). By all accounts, the results 
of  cytogerontological  experiments  should  be  thoroughly  verified  in 
studies on laboratory animals and even in clinical trials (provided this 
complies with ethical principles of human subject research). Of course, 
this will lessen our chance for an early breakthrough in studies aimed 
at retarding the process of aging, but the reliability of the obtained data 
will be significantly higher.

  (5)   Regarding the approaches to cell viability testing in cytogerontological 
experiments, the choice of methods to this end depends mainly, appar-
ently,  on  the  researchers'  ideas  about  molecular  and  cellular  mecha-
nisms of aging. The most appropriate method, the evaluation of CFE, 
though optimal for cell viability assessment, is not applicable to post-
mitotic or very slowly propagating cells. Unfortunately, many problems 
encountered when using popular molecular probes designed for live/
dead cell viability assays remain open.

  (6)   When interpreting the results of geroprotector testing in experiments 
on cell cultures, the conclusions strongly depend on which cells types 
are used (see Section 4.4). In particular, they could vary greatly for nor-
mal and transformed animal cells.

  (7)   Instead of analyzing  the effect of a potential anti-aging  factor on the 
proliferative  potential  of  cultured  cells  or  their  stationary  phase  life 
span  we  can  follow  some  BA  during  cell  aging/senescence  in vitro  or 
stationary phase (chronological) aging.  If all  that was said  in Section 
4.5 is true, then it may well be that canceling the aging process will not 
necessarily cause any significant changes in the age-dependent dynam-
ics of  those BA (regardless of whether they accumulate or disappear) 
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that are directly connected with the proliferative status of cells forming 
organs and tissues. This should apply at least to those BA that are not 
directly involved in the mechanisms responsible for the age-dependent 
increase  in the probability of death.  If certain BA are “gist” markers, 
i.e.,  the aging process cannot be retarded without affecting these BA, 
then the postulated mechanism of aging canceling should provide an 
explanation  as  to  how  these  BA  will  be  continuously  removed  from 
postmitotic or very slowly proliferating cells.

   
Finally,  here  is  the  main  conclusion.  As  already  noted  above,  it  appears 

that  gerontologists  analyzing  the  possibilities  for  retarding  or  even  block-
ing  the  aging  process  currently  have  no  fully  adequate  alternative  to  the 
construction of survival curves for the cohorts of animals or humans, even 
though this approach is highly expensive and requires great labor expendi-
tures.  Apparently,  all  the  cytogerontological  models  reviewed  provide  only 
preliminary testing of potential anti-aging factors.
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5.1   Introduction
Cardiovascular disorders, cancer, and central nervous system (CNS) diseases 
are major problems of health, representing 60–80% of the morbi-mortal-
ity in developed countries.1,2 CNS disorders are the most prevalent cause of 
disability and socioeconomic and family burden in our society, and among 
CNS disorders, Alzheimer’s disease (AD) and Parkinson’s disease (PD) are the 
most relevant neurodegenerative disorders (NDDs), compromising mental 
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function and psychomotor function, respectively. Genomic, epigenomic, cere-
brovascular, metabolic and environmental factors are potentially involved in 
the pathogenesis of most NDDs.3 The age- and sex-related syndromic profiles 
of NDDs reflect, at least, a tetravalent phenotype: (i) a specific neuropatho-
logical component associated with each NDD; (ii) a neurobehavioral compo-
nent: cognitive deterioration, behavioral changes, functional decline; (iii) an 
age-related biological component (directly-, indirectly-, and un-related bio-
chemical, hematological and metabolic phenotypes); and (iv) gender-related 
phenotypes.4–6 According to this heterogeneous, complex clinical picture, 
therapeutic intervention in most NDDs is polymodal in order to modify the 
expression of all these complex phenotypes.7

NDDs are age-dependent processes causing premature neurodegeneration 
many years before the onset of the disease. In this context, post-symptom-
atic intervention is of poor therapeutic value and less than 30% of patients 
respond moderately to conventional drugs in early stages of the disease.8 
Therefore, NDDs pose two major challenges to the scientific community: (i) 
the characterization and validation of specific biomarkers for the early iden-
tification of people at risk in susceptible populations; and (ii) the discovery 
and assessment of novel compounds with preventive activity and/or pharma-
cological properties able to halt disease progression at a pre-symptomatic 
stage.8,9

Major determinants of therapeutic outcome in NDDs include age- and 
sex-related factors, pathogenic phenotype, concomitant disorders, treatment 
modality and polypharmacy, and pharmacogenetics. Different categories of 
genes are potentially involved in the pharmacogenetic network responsible 
for drug efficacy and safety. Pathogenic, mechanistic, metabolic, transporter, 
and pleiotropic genes represent the major genetic determinants of response 
to treatment in NDDs.10–12 The expression of genes involved in the phar-
macogenetic cascade is under the regulation of the epigenetic machinery. 
By-products of these genes are integrated in transcriptomic, proteomic and 
metabolic networks which are disrupted in NDDs and represent potential 
targets for therapeutic intervention (Figure 5.1).9,11,13–16

5.2   Age-Related Pheno-Genotypes
NDD-related polymorphic phenotypes (neuropathological, neurobehavioral, 
biochemical, hematological) require multifactorial interventions (combined 
treatments) in over 60–70% of the cases, this contributing to increasing the 
risk of ADRs and drug–drug interactions in these complex disorders.17 For 
instance, AD patients present concomitant disorders including hypertension 
(20–30%), overweightness or obesity (20–40%), diabetes (20–25%), hyper-
cholesterolemia (>40%), hypertriglyceridemia (20%); excess of urea (>80%), 
creatinine (6%) and uric acid (5%); alterations in transaminases (ASAT, 
ALAT, GGT) (>15%), alkaline phosphatase (14%), bilirubin (17%), and ions 
(>10%); deficits of iron (5%), ferritin (3%), folate (5%), and vitamin B12 (4%); 
thyroid dysfunction (5–7%), and reduced levels of RBC (3%), HCT (33%), and  
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Hb (35%).12 Cardiovascular disorders (>40%), atherosclerosis (>60%), and 
different modalities of cerebrovascular damage (>60%) are also frequent 
among patients with AD. Most of these biochemical, hematological and met-
abolic anomalies exhibit gender differences and may contribute to accelerat-
ing the dementia process.

The pharmacological treatment of these concomitant pathologies adds 
complexity and risks to the multifactorial therapeutic intervention in 
patients with dementia. Of major relevance is the treatment of diabetes, 
hypertension, dyslipidemia, and cardiovascular, cerebrovascular and neu-
ropsychiatric disorders. The most relevant chronic conditions among adults 
aged 55–64 in the USA are diabetes (18.9%), obesity (40.6%), hypercholes-
terolemia (50.1%), and hypertension (51.5%).2 In the same population, 
the currently most-prescribed drugs are cardiovascular (45%), cholesterol- 
lowering (31.8%), gastric reflux (16%), analgesic (15%), antidepressant 
(14.4%), and antidiabetic drugs (12.9%).2 The chronic treatment of these 
illnesses increases the risk of drug interactions and toxicity, aggravating 
the clinical condition of the demented patient. In this context, the incorpo-
ration of pharmacogenetic protocols into clinical practice is fundamental 
to minimize drug–drug interactions and ADRs, and to optimize the global 
therapeutic outcome, avoiding deleterious effects on mental function and 
cognition.

Figure 5.1    Pathogenic and therapeutic model of age-related neurodegenerative 
disorders.
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5.2.1   Age- and Genotype-Related Phenotype Variation in 
Common Biochemical and Hematological Parameters

In a population of 4747 subjects of both sexes (age = 50.55 ± 21.44 years, 
range: 0.3–98 years), we found significant age-related changes in body 
mass index (BMI) (p < 0.0001), glucose levels (p < 0.001), blood lipid lev-
els (especially total-cholesterol (p < 0.0001), LDL-cholesterol (p < 0.0001), 
and triglycerides (p < 0.0001), with minor changes in HDL-cholesterol), and 
blood pressure, either systolic (p < 0.0001) or diastolic (p < 0.0001) (Figure 
5.2). Interesting changes were also observed in hematological parameters, 
including an age-related decrease in blood erythrocyte number (p < 0.0001), 
platelet number (p < 0.0001), and leukocyte number (p < 0.0001) (Figure 
5.3). Among white blood cells, a differential pattern was observed, char-
acterized by an age-related increase in neutrophils (p < 0.0001), a marked 
decrease in lymphocytes (p < 0.0001), a significantly gradual decrease in 
eosinophils (p < 0.0001) and basophils (p < 0.0001), and no apparent varia-
tion in monocytes (Figure 5.3). Age-related variations in these phenotypes 
must be taken into account when monitoring drug effects and in pharma-
cogenetic studies.

Figure 5.2    Age-related changes in body mass index (BMI), glucose levels, lipid  
levels and blood pressure values.
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5.2.2   Common Genes with Age-Related Influence on Health 
Conditions in NDDs

Among hundreds of genes potentially involved in AD pathogenesis and 
concomitant disorders (cardiovascular and cerebrovascular disorders, 
hypercholesterolemia), at least 4 categories of genes deserve special atten-
tion: (i) genes associated with lipid metabolism: APOB (OMIM 107730; 
rs693 [7545C>T]; risk SNP 7545T) (participates in the atherogenic process 
in cooperation with VLDL, IDL and LDL); APOC3 (OMIM 107720; rs5128 
[3175G>C, S1/S2]; risk SNP 3175G (S2)) (associated with triglyceride lev-
els; inhibits the activity of lipoprotein lipase and hepatic lipase); APOE 
(OMIM 107741; rs429358/rs7412 [112T>C/158T>C, E2, E3, E4]; risk SNP 
112C/158C (E4)) (encodes apolipoprotein E, involved in the catabolism of 
triglyceride-rich lipoproteins and cholesterol homeostasis); CETP (OMIM 
118470; rs708272 [+279G>A, B1/B2]; risk SNP +279G (B1)) (contributes to 
eliminate cholesterol from tissues via reverse cholesterol transport); and 
LPL (OMIM 609708; rs328 [1421C>G, S474X]; protective SNP 1421G) (hydro-
lyzes triglycerides which are part of VLDL and chylomicrons and removes 

Figure 5.3    Age-related changes in erythrocyte, platelet, leukocyte and white blood 
cell number.
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lipoproteins from circulation);19–23 (ii) genes associated with endothelial 
function and hypertension: NOS3 (OMIM 163729; rs1799983 [894G>T]; risk 
SNP 894T) (encodes nitric oxide synthase 3, which synthesizes nitric oxide 
(NO) from the amino acid arginine); ACE (OMIM 106189; rs4332 [547C>T]; 
risk SNP 547T) (hydrolyzes angiotensin I to angiotensin II, a potent vaso-
pressor and aldosterone-stimulating peptide, and inactivates bradykinin, 
a potent vasodilator); and AGT (OMIM 1906150; rs699 [9543A>G, T174M]; 
risk SNP 174M; rs4762 [9360G>A, M235T]; risk SNP 235T) (encodes angio-
tensinogen, which is converted into angiotensin I by renin);23–27 (iii) genes 
associated with immune function and inflammation: IL1B (OMIM 147720; 
rs1143634 [3954C>T]; risk SNP 3954T) (encodes interleukin-1β, which 
is involved in the modulation of the inflammatory reaction in thrombus 
formation); IL6 (OMIM 147620; rs1800795 [-174G>C]; risk SNP -174C; 
rs1800796 [-573G>C]; risk SNP -573C) (encodes interleukin-6, a pleiotropic 
cytokine involved in the regulation of the acute phase reaction, immune 
response, hematopoiesis, and platelet production); IL6R (OMIM 147880; 
rs8192284 [1510A>G]; risk SNP 1510C) (encodes a subunit of the IL6 recep-
tor complex); and TNFA (OMIM 191160; rs1800629 [-308G>A]; risk SNP 
-308A) (encodes tumor necrosis factor, a proinflammatory cytokine that 
influences lipid metabolism, coagulation, insulin resistance and endothe-
lial function);23,28–38 and (iv) genes associated with thrombosis and coagu-
lation: F2 (OMIM 17693; rs1799983 [20210G>A]; risk SNP 2021A) (encodes 
Coagulation Factor 2 (Prothrombin), involved in blood clotting); F5 (OMIM 
227400; rs6025 [1691G>A]; risk SNP 1691A) (encodes Factor V Leiden, 
an important factor involved in blood coagulation); and MTHFR (OMIM 
607093; rs1801133 [677C>T]; risk factor 677T; rs1801131 [1298A>C]; risk 
SNP 1298A) (encodes methylenetetrahydrofolate reductase, an enzyme that 
catalyzes the conversion of 5,10-methylenetetrahydrofolate to 5-methyltet-
rahydrofolate, a co-substrate for the re-methylation of homocysteine to 
methionine) (Figure 5.4).23,39–43

Although differences in genotype distribution and frequencies of all these 
genes between patients with Alzheimer’s disease (N = 1803) and control sub-
jects (N = 1096) are negligible, except in the case of APOE (Figure 5.4),44 some 
of them may influence pathogenesis and the pharmacogenetic outcome in 
the treatment of major risk factors for dementia, such as hypercholesterol-
emia (Figure 5.5), cardiovascular disorders and hypertension (Figure 5.6).44–48 
Furthermore, many of these genes interact in pathogenic cascades contribut-
ing to alter brain cholesterol and Aβ metabolism, subsequently accelerating 
neuronal death in AD.49–52

In a selected group of 933 AD patients we constructed a pentagenic hap-
lotype integrating all possible variants of the APOE + APOB + EPOC3 + CETP 
+ LPL genes and identified 111 haplotypes (H) (Figure 5.7) with differen-
tial basal CHO levels. About 75% of these haplotypes in the AD population 
had a frequency below 1%, 10% had a frequency of between 1% and 2%, 
8% had a frequency of between 2% and 5%, and only 4% of the haplotypes 
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Figure 5.4    Distribution and frequency of APOE, APOB, APOC3, CETP, LPL, NOS3, 
ACE, AGT, IL1B, IL6, IL6R, TNFA, F2, F5, and MTHFR genes in the 
Spanish population.

Figure 5.5    APOE-related blood lipid levels in the Spanish population.
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were present in more than 5% of AD patients (Figure 5.6). The haplotypes 
most frequently found were H55 (33-CT-CC-AG-CC) (8.79%), H58 (33-CT-CC-
GG-CC) and H37 (33-CC-CC-AG-CC) (7.07%). Haplotypes H104 (44-CC-CC-
AA-CC) (0.11%), H110 (44-TT-CC-AG-CG) (0.11%) and H98 (34-TT-CC-AA-CG) 
(0.11%) showed the highest CHO levels, and the lowest levels corresponded 
to haplotypes H26 (23-TT-CG-AG-CC) (0.11%), H8 (23-CC-CG-AG-CC) (0.21%), 
H50 (33-CC-GG-AG-CC) (0.21%), and H63 (33-CT-CG-AA-GG) (0.11%) (Figure 
5.8). These data clearly indicate that although APOE is a determinant gene 
in hypercholesterolemia and atherosclerosis,4,53 there are subtle variations 
in these haplotypes that clearly modify the cholesterolemic phenotype and 
associated health risks.

Figure 5.6    APOE-related blood pressure levels in the Spanish population. SBP: Sys-
tolic blood pressure; DBP: Diastolic blood pressure.

Figure 5.7    Distribution and frequency of pentagenic (APOE-APOB-APOC3-CETP-
LPL) haplotypes in patients with Alzheimer’s disease.
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5.3   Pharmacogenomics
Pharmacogenomics accounts for 60–90% of the variability in pharmacoki-
netics and pharmacodynamics. The modest effect (and toxicity) of current 
AD and PD drugs (Tables 5.1 and 5.2) is in part due to their pharmacog-
enomic profile since over 70% of patients are deficient metabolizers.6,11,18 
The genes involved in the pharmacogenomic response to drugs in dementia 
fall into five major categories:
  
 (i)  Genes associated with disease pathogenesis: Mendelian mutations 

affect genes directly linked to AD, including >30 mutations in the amy-
loid beta precursor protein (APP) gene (21q21) (AD1); >160 mutations 
in the presenilin 1 (PSEN1) gene (14q24.3) (AD3); and >10 mutations 
in the presenilin 2 (PSEN2) gene (1q31-q42) (AD4).53–57 PSEN1 and 
PSEN2 are important determinants of γ-secretase activity responsible 
for proteolytic cleavage of APP and NOTCH receptor proteins. Men-
delian mutations are very rare in AD (1 : 1000). Mutations in exons 16 
and 17 of the APP gene appear with a frequency of 0.30% and 0.78%, 
respectively, in AD patients. Likewise, PSEN1, PSEN2, and microtu-
bule-associated protein Tau (MAPT) (17q21.1) mutations are present 
in less than 2% of the cases. Mutations in these genes confer specific 
phenotypic profiles to patients with dementia: amyloidogenic pathol-
ogy associated with APP, PSEN1 and PSEN2 mutations and tauopathy 
associated with MAPT mutations representing the two major patho-
genic hypotheses for AD.53–59

  
Multiple polymorphic risk variants can increase neuronal vulnerability to 

premature death. There are at least 695 genes potentially associated with AD, 

Figure 5.8    Pentagenic (APOE-APOB-APOC3-CETP-LPL) haplotype-related blood 
cholesterol levels in patients with Alzheimer’s disease.
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Table 5.1    Pharmacogenomics of conventional anti-dementia drugs.a

Drug Properties Pharmacogenetics

Name: Donepezil hydrochloride, Aricept, 120011-70-3, Donepezil HCl, 
BNAG, E-2020, E2020

IUPAC Name: 2-[(1-benzylpiperidin-4-yl)methyl]-5,6-dimethoxy- 
2,3-dihydroinden-1-one;hydrochloride

Molecular Formula: C24H30ClNO3
Molecular Weight: 415.9529 g/mol
Category: Cholinesterase inhibitor
Mechanism: Centrally active, reversible acetylcholinesterase inhibitor; 

increases the acetylcholine available for synaptic transmission in the 
CNS

Effect: Nootropic agent, cholinesterase inhibitor, parasympathomimetic 
effect

Pathogenic genes: APOE, CHAT
Mechanistic genes: CHAT, 

ACHE, BCHE
Drug metabolism-related genes:
- Substrate: CYP2D6 (major), 

CYP3A4 (major), UGTs ACHE
- Inhibitor: ACHE, BCHE
Transporter genes: ABCB1

Name: Galantamine hydrobromide, Galanthamine hydrobromide,  
1953-04-4, Nivalin, Razadyne, UNII-MJ4PTD2VVW, Nivaline

IUPAC Name: (1S,12S,14R)-9-methoxy-4-methyl-11-oxa-4-azatetracy-
clo[8.6.1.0^{1,12}.0^{6,17}]heptadeca-6,8,10(17),15-tetraen-14-ol

Molecular Formula: C17H22BrNO3
Molecular Weight: 368.26548 g/mol
Category: Cholinesterase inhibitor
Mechanism: Reversible and competitive acetylcholinesterase inhibition 

leading to an increased concentration of acetylcholine at cholinergic 
synapses; modulates nicotinic acetylcholine receptor; may increase glu-
tamate and serotonin levels

Pathogenic genes: APOE, APP
Mechanistic genes: ACHE, 

BCHE, CHRNA4, CHRNA7, 
CHRNB2

Drug metabolism-related genes:
- Substrate: CYP2D6 (major), 

CYP3A4 (major), UGT1A1
- Inhibitor: ACHE, BCHE

Effect: Nootropic agent, cholinesterase inhibitor, parasympathomimetic 
effect
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Name: Memantine Hydrochloride, 41100-52-1, Namenda, Memantine HCL, 

Axura, 3,5-Dimethyl-1-adamantanamine hydrochloride, 3,5-dimethylad-
amantan-1-amine hydrochloride

IUPAC Name: 3,5-dimethyladamantan-1-amine;hydrochloride
Molecular Formula: C12H22ClN
Molecular Weight: 215.76278 g/mol
Category: N-Methyl-D-Aspartate receptor antagonist
Mechanism: Binds preferentially to NMDA receptor-operated cation chan-

nels; may act by blocking actions of glutamate, mediated in part by 
NMDA receptors

Effect: Dopamine agent, antiparkinson agent, excitatory amino acid antag-
onist, antidyskinetic

Pathogenic genes: APOE, MAPT, 
PSEN1

Mechanistic genes: CHRFAM7A, 
DLGAP1, FOS, GRIN2A, 
GRIN2B, GRIN3A, HOMER1, 
HTR3A

Drug metabolism-related genes:
-Inhibitor: CYP1A2 (weak), 

CYP2A6 (weak), CYP2B6 
(strong), CYP2C9 (weak), 
CYP2C19 (weak), CYP2D6 
(strong), CYP2E1 (weak), 
CYP3A4 (weak), NR1I2

Transporter genes: NR1I2
Pleiotropic genes: APOE, MAPT, 

MT-TK, PSEN1
Name: Rivastigmine tartrate, 129101-54-8, SDZ-ENA 713, Rivastigmine 

hydrogentartrate, Rivastigmine Hydrogen Tartrate, ENA 713, ENA-713
Pathogenic genes: APOE, APP, 

CHAT
IUPAC Name: (2R,3R)-2,3-dihydroxybutanedioic acid;[3-[(1S)-1-(dimethyl-

amino)ethyl]phenyl] N-ethyl-N-methylcarbamate
Molecular Formula: C18H28N2O8
Molecular Weight: 400.42352 g/mol
Category: Cholinesterase inhibitor
Mechanism: Increases acetylcholine in CNS through reversible inhibition 

of its hydrolysis by cholinesterase
Effect: Neuroprotective agent, cholinesterase inhibitor, cholinergic agent

Mechanistic genes: ACHE, 
BCHE, CHAT, CHRNA4, 
CHRNB2

Drug metabolism-related genes:
-Inhibitor: ACHE, BCHE
Pleiotropic genes: APOE, MAPT

(continued)
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Drug Properties Pharmacogenetics

Name: Tacrine Hydrochloride, Tacrine HCl, 1684-40-8, Hydroaminacrine, 
tacrine.HCl, 9-AMINO-1,2,3,4-TETRAHYDROACRIDINE HYDROCHLO-
RIDE, Tenakrin

IUPAC Name: 1,2,3,4-tetrahydroacridin-9-amine;hydrochloride
Molecular Formula: C13H15ClN2
Molecular Weight: 234.7246 g/mol
Category: Cholinesterase inhibitor
Mechanism: Elevates acetylcholine in cerebral cortex by slowing degrada-

tion of acetylcholine
Effect: Nootropic agent, cholinesterase inhibitor, Parasympathomimetic 

effect

Pathogenic genes: APOE
Mechanistic genes: ACHE, 

BCHE, CHRNA4, CHRNB2
Drug metabolism-related genes:
-Substrate: CYP1A2 (major), 

CYP2D6 (minor), CYP3A4 
(major)

-Inhibitor: ACHE, BCHE, CYP1A2 
(weak)

Transporter genes: SCN1A
Pleiotropic genes: APOE, CES1, 

GSTM1, GSTT1, LEPR, MTHFR

a ADH1A: Alcohol dehydrogenase 1A (class I), alpha polypeptide; AADAC: Arylacetamide deacetylase; AANAT: aralkylamine N-acetyltransferase; ACSL1: Acyl-
CoA synthetase long-chain family member 1; ACSL3: Acyl-CoA synthetase long-chain family member 3; ACSL4: Acyl-CoA synthetase long-chain family 
member 4; ACSM1: Acyl-CoA synthetase medium-chain family member 1; ACSM2B: Acyl-CoA synthetase medium-chain family member 2B; ACSM3: Acyl-
CoA synthetase medium-chain family, member 3; ADH1B: Alcohol dehydrogenase 1B (class I), beta polypeptide; ADH1C: Alcohol dehydrogenase 1C (class 
I), gamma polypeptide; ADH4: Alcohol dehydrogenase 4 (class II), pi polypeptide; ADH5: Alcohol dehydrogenase 5 (class III), chi polypeptide; ADH6: Alco-
hol dehydrogenase 6 (class V); ADH7: Alcohol dehydrogenase 7 (class IV), mu or sigma polypeptide; ADHFE1: Alcohol dehydrogenase, iron containing, 1; 
AGXT: Alanine-glyoxylate aminotransferase; AKR1A1: Aldo-keto reductase family 1, member A1 (aldehyde reductase); AKR1B1: Aldo-keto reductase family 
1, member B1 (aldose reductase); AKR1C1: Aldo-keto reductase family 1, member C1; AKR1D1: Aldo-keto reductase family 1, member D1; ALDH1A1: Alde-
hyde dehydrogenase 1 family, member A1; ALDH1A2: Aldehyde dehydrogenase family 1, subfamily A2; ALDH1A3: Aldehyde dehydrogenase family 1, sub-
family A3; ALDH1B1: Aldehyde dehydrogenase 1 family, member B1; ALDH2: Aldehyde dehydrogenase 2 family (mitochondrial); ALDH3A1: Aldehyde 
dehydrogenase 3 family, member A1; ALDH3A2: Aldehyde dehydrogenase 3 family, member A2; ALDH3B1: Aldehyde dehydrogenase 3 family, member B1; 
ALDH3B2: Aldehyde dehydrogenase 3 family, member B2; ALDH4A1: Aldehyde dehydrogenase 4 family, member A1; ALDH5A1: Aldehyde dehydrogenase 5 
family, member A1; ALDH6A1: Aldehyde dehydrogenase 6 family, member A1; ALDH7A1: Aldehyde dehydrogenase 7 family, member A1; ALDH8A1: Alde-
hyde dehydrogenase 8 family, member A1; ALDH9A1: Aldehyde dehydrogenase 9 family, member A1; AOX1: Aldehyde oxidase 1; AS3MT: Arsenic (+3 oxida-
tion state) methyltransferase; ASMT: Acetylserotonin O-methyltransferase; BAAT: Bile acid CoA: amino acid N-acyltransferase (glycine 
N-choloyltransferase); CBR1: Carbonyl reductase 1; CBR3: Carbonyl reductase 3; CBR4: Carbonyl reductase 4; CCBL1: Cysteine conjugate-beta lyase, cyto-
plasmic; CDA: Cytidine deaminase; CEL: Carboxyl ester lipase; CES1: Carboxylesterase 1; CES1P1: Carboxylesterase 1 pseudogene 1; CES2: Carboxylester-
ase 2; CES3: Carboxylesterase 3; CES5A: Carboxylesterase 5A; CHST1: Carbohydrate (keratan sulfate Gal-6) sulfotransferase 1; CHST2: Carbohydrate 
(N-acetylglucosamine-6-O) sulfotransferase 2; CHST3: Carbohydrate (chondroitin 6) sulfotransferase 3; CHST4: Carbohydrate (N-acetylglucosamine 6-O) 
sulfotransferase 4; CHST5: Carbohydrate (N-acetylglucosamine 6-O) sulfotransferase 5; CHST6: Carbohydrate (N-acetylglucosamine 6-O) sulfotransferase 
6; CHST7: Carbohydrate (N-acetylglucosamine 6-O) sulfotransferase 7; CHST8: Carbohydrate (N-acetylgalactosamine 4-0) sulfotransferase 8; CHST9: Car-
bohydrate (N-acetylgalactosamine 4-0) sulfotransferase 9; CHST10: Carbohydrate sulfotransferase 10; CHST11: Carbohydrate (chondroitin 4) sulfotransfer-
ase 11; CHST12: Carbohydrate (chondroitin 4) sulfotransferase 12; CHST13: Carbohydrate (chondroitin 4) sulfotransferase 13; COMT: 
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Catechol-O-methyltransferase; CYB5R3: Cytochrome b5 reductase 3; CYP1A1: Cytochrome P450, family 1, subfamily A, polypeptide 1; CYP1A2: Cyto-
chrome P450, family 1, subfamily A, polypeptide 2; CYP1B1: Cytochrome P450, family 1, subfamily B, polypeptide 1; CYP2A6: Cytochrome P450, family 2, 
subfamily A, polypeptide 6; CYP2A7: Cytochrome P450, family 2, subfamily A, polypeptide 7; CYP2A13: Cytochrome P450, family 2, subfamily A, polypep-
tide 13; CYP2B6: Cytochrome P450, family 2, subfamily B, polypeptide 6; CYP2C8: Cytochrome P450, family 2, subfamily C, polypeptide 8; CYP2C9: Cyto-
chrome P450, family 2, subfamily C, polypeptide 9; CYP2C18: Cytochrome P450, family 2, subfamily C, polypeptide 18; CYP2C19: Cytochrome P450, family 
2, subfamily C, polypeptide 19; CYP2D6: Cytochrome P450, family 2, subfamily D, polypeptide 6; CYP2D7P1: Cytochrome P450, family 2, subfamily D, 
polypeptide 7 pseudogene 1; CYP2E1: Cytochrome P450, family 2, subfamily E, polypeptide 1; CYP2F1: Cytochrome P450, family 2, subfamily F, polypep-
tide 1; CYP2J2: Cytochrome P450, family 2, subfamily J, polypeptide 2; CYP2R1: Cytochrome P450, family 2, subfamily R, polypeptide 1; CYP2S1: Cyto-
chrome P450, family 2, subfamily S, polypeptide 1; CYP2W1: Cytochrome P450, family 2, subfamily W, polypeptide 1; CYP3A4: Cytochrome P450, family 3, 
subfamily A, polypeptide 4; CYP3A5: Cytochrome P450, family 3, subfamily A, polypeptide 5; CYP3A7: Cytochrome P450, family 3, subfamily A, polypep-
tide 7; CYP3A43: Cytochrome P450, family 3, subfamily A, polypeptide 43; CYP4A11: Cytochrome P450, family 4, subfamily A, polypeptide 11; CYP4A22: 
Cytochrome P450, family 4, subfamily A, polypeptide 22; CYP4B1: Cytochrome P450, family 4, subfamily B, polypeptide 1; CYP4F2: Cytochrome P450, fam-
ily 4, subfamily F, polypeptide 2; CYP4F3: Cytochrome P450, family 4, subfamily F, polypeptide 3; CYP4F8: Cytochrome P450, family 4, subfamily F, poly-
peptide 8; CYP4F11: Cytochrome P450, family 4, subfamily F, polypeptide 11; CYP4F12: Cytochrome P450, family 4, subfamily F, polypeptide 12; CYP4Z1: 
Cytochrome P450, family 4, subfamily Z, polypeptide 1; CYP7A1: Cytochrome P450, family 7, subfamily A, polypeptide 1; CYP7B1: Cytochrome P450, fam-
ily 7, subfamily B, polypeptide 1; CYP8B1: Cytochrome P450, family 8, subfamily B, polypeptide 1; CYP11A1: Cytochrome P450, family 11, subfamily A, 
polypeptide 1; CYP11B1: Cytochrome P450, family 11, subfamily B, polypeptide 1: CYP11B2: Cytochrome P450, family 11, subfamily B, polypeptide 2; 
CYP17A1: Cytochrome P450, family 17, subfamily A, polypeptide 1; CYP19A1: Cytochrome P450, family 19, subfamily A, polypeptide 1; CYP20A1: Cyto-
chrome P450, family 20, subfamily A, polypeptide 1; CYP21A2: Cytochrome P450, family 21, subfamily A, polypeptide 2; CYP24A1: Cytochrome P450, fam-
ily 24, subfamily A, polypeptide 1; CYP26A1: Cytochrome P450, family 26, subfamily A, polypeptide 1; CYP26B1: Cytochrome P450, family 26, subfamily B, 
polypeptide 1; CYP26C1: Cytochrome P450, family 26, subfamily C, polypeptide 1; CYP27A1: Cytochrome P450, family 27, subfamily A, polypeptide 1; 
CYP27B1: Cytochrome P450, family 27, subfamily B, polypeptide 1; CYP39A1: Cytochrome P450, family 39, subfamily A, polypeptide 1; CYP46A1: Cyto-
chrome P450, family 46, subfamily A, polypeptide 1; CYP51A1: Cytochrome P450, family 51, subfamily A, polypeptide 1; DDOST: Dolichyl-diphosphooligo-
saccharide--protein glycosyltransferase subunit (non-catalytic); DHRS1: Dehydrogenase/reductase (SDR family) member 1; DHRS2: Dehydrogenase/
reductase (SDR family) member 2; DHRS3: Dehydrogenase/reductase (SDR family) member 3; DHRS4: Dehydrogenase/reductase (SDR family) member 4; 
DHRS7: Dehydrogenase/reductase (SDR family) member 7; DHRS9: Dehydrogenase/reductase (SDR family) member 9; DHRS12: Dehydrogenase/reductase 
(SDR family) member 12; DHRS13: Dehydrogenase/reductase (SDR family) member 13; DHRSX: Dehydrogenase/reductase (SDR family) X-linked; DLGAP1: 
discs, large (Drosophila) homolog-associated protein 1; DPEP1: Dipeptidase 1 (renal); DPYD: Dihydropyrimidine dehydrogenase; EPHX1: Epoxide hydro-
lase 1, microsomal (xenobiotic); EPHX2: Epoxide hydrolase 2, microsomal (xenobiotic); ESD: Esterase D; FMO1: Flavin containing monooxygenase 1; 
FMO2: Flavin containing monooxygenase 2; FMO3: Flavin containing monooxygenase 3; FMO4: Flavin containing monooxygenase 4; FMO5: Flavin con-
taining monooxygenase 5; FMO6P: Flavin containing monooxygenase 6 pseudogene; FOS: FBJ murine osteosarcoma viral oncogene homolog; GAL3ST1: 
Galactose-3-O-sulfotransferase 1; GAMT: Guanidinoacetate N-methyltransferase; GLRX: Glutaredoxin (thioltransferase); GLYAT: Glycine-N-acyltransferase; 
GNMT: Glycine N-methyltransferase; GPX1: Glutathione peroxidase 1; GPX2: Glutathione peroxidase 2 (gastrointestinal); GPX3: Glutathione peroxidase 3 
(plasma); GPX4: Glutathione peroxidase 4; GPX5: Glutathione peroxidase 5; GPX6: Glutathione peroxidase 6 (olfactory); GPX7: Glutathione peroxidase 7; 
GSR: Glutathione reductase; GSTA1: Glutathione S-transferase alpha 1; GSTA2: Glutathione S-transferase alpha 2; GSTA3: Glutathione S-transferase alpha 
3; GSTA4: Glutathione S-transferase alpha 4; GSTA5: Glutathione S-transferase alpha 5; GSTCD: Glutathione S-transferase, C-terminal domain containing; 
GSTK1: Glutathione S-transferase kappa 1; GSTM1: Glutathione S-transferase mu 1; GSTM2: Glutathione S-transferase mu 2 (muscle); GSTM3: Glutathione 

(continued)
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S-transferase mu 3 (brain); GSTM4: Glutathione S-transferase mu 4; GSTM5: Glutathione S-transferase mu 5; GSTO1: Glutathione S-transferase omega 1; 
GSTO2: Glutathione S-transferase omega 2; GSTP1: Glutathione S-transferase pi 1; GSTT1: Glutathione S-transferase theta 1; GSTT2: Glutathione S-trans-
ferase theta 2; GSTZ1: Glutathione S-transferase zeta 1; GZMA: Granzyme A (granzyme 1, cytotoxic T-lymphocyte-associated serine esterase 3; GZMB: Gran-
zyme B (granzyme 2, cytotoxic T-lymphocyte-associated serine esterase 1); HNMT: Histamine N-methyltransferase; HOMER1: homer homolog 1 
(Drosophila); HSD11B1: Hydroxysteroid (11-beta) dehydrogenase 1; HSD17B10: Hydroxysteroid (17-beta) dehydrogenase 10; HSD17B11: Hydroxysteroid 
(17-beta) dehydrogenase 11; HSD17B14: Hydroxysteroid (17-beta) dehydrogenase 14; INMT: Indolethylamine N-methyltransferase; MAOA: Monoamine oxi-
dase A; MAOB: monoamine oxidase B; METAP1: Methionyl aminopeptidase 1; MGST1: Microsomal glutathione S-transferase 1; MGST2: Microsomal gluta-
thione S-transferase 1; MGST3: Microsomal glutathione S-transferase 3; NAA20: N(alpha)-acetyltransferase 20, NatB catalytic subunit; NAT1: 
N-acetyltransferase 1 (arylamine N-acetyltransferase); NAT2: N-acetyltransferase 2 (arylamine N-acetyltransferase); NNMT: Nicotinamide N-methyltransfer-
ase; NQO1: NAD(P)H dehydrogenase, quinone 1; NQO2: NAD(P)H dehydrogenase, quinone 2; NR1I2: nuclear receptor subfamily 1, group I, member 2; 
PNMT: Phenylethanolamine N-methyltransferase; PON1: Paraoxonase 1; PON2: Paraoxonase 2; PON3: Paraoxonase 3; POR: P450 (cytochrome) oxidore-
ductase; PTGES: Prostaglandin E synthase; PTGS1: Prostaglandin-endoperoxide synthase 1 (prostaglandin G/H synthase and cyclooxygenase); PTGS2: 
Prostaglandin-endoperoxide synthase 2 (prostaglandin G/H synthase and cyclooxygenase); SAT1: Spermidine/spermine N1-acetyltransferase 1; SMOX: 
Spermine oxidase; SOD1: Superoxide dismutase 1, soluble; SOD2: Superoxide dismutase 2, mitochondrial; SULT1A1: Sulfotransferase family, cytosolic, 1A, 
phenol-preferring, member 1; SULT1A2: Sulfotransferase family, cytosolic, 1A, phenol-preferring, member 2; SULT1A3: Sulfotransferase family, cytosolic, 
1A, phenol-preferring, member 3; SULT1B1: Sulfotransferase family, cytosolic, 1B, member 1; SULT1C1: Sulfotransferase family, cytosolic, 1C, member 1; 
SULT1C2: Sulfotransferase family, cytosolic, 1C, member 2; SULT1C3: Sulfotransferase family, cytosolic, 1C, member 3; SULT1C4: Sulfotransferase family, 
cytosolic, 1C, member 4; SULT1E1: Sulfotransferase family 1E, estrogen-preferring, member 1; SULT2A1: Sulfotransferase family, cytosolic, 2A, dehydroe-
piandrosterone (DHEA)-preferring, member 1; SULT2B1: Sulfotransferase family, cytosolic, 2B, member 1; SULT4A1: Sulfotransferase family 4A, member 
1; SULT6B1: sulfotransferase family, cytosolic, 6B, member 1; TBXAS1: Thromboxane A synthase 1 (platelet); TPMT: Thiopurine S-methyltransferase; TST: 
Thiopurine S-methyltransferase; UCHL1: Ubiquitin carboxyl-terminal esterase L1 (ubiquitin thiolesterase); UCHL3: Ubiquitin carboxyl-terminal esterase 
L3 (ubiquitin thiolesterase); UGT1A1: UDP glucuronosyltransferase 1 family, polypeptide A1; UGT1A3: UDP glucuronosyltransferase 1 family, polypeptide 
A3; UGT1A4: UDP glucuronosyltransferase 1 family, polypeptide A4; UGT1A5: UDP glucuronosyltransferase 1 family, polypeptide A5; UGT1A6: UDP glucu-
ronosyltransferase 1 family, polypeptide A6; UGT1A7: UDP glucuronosyltransferase 1 family, polypeptide A7; UGT1A8: UDP glucuronosyltransferase 1 fam-
ily, polypeptide A8; UGT1A9: UDP glucuronosyltransferase 1 family, polypeptide A9; UGT1A10: UDP glucuronosyltransferase 1 family, polypeptide A10; 
UGT2A1: UDP glucuronosyltransferase 2 family, polypeptide A1, complex locus; UGT2A3: UDP glucuronosyltransferase 2 family, polypeptide A3; UGT2B10: 
UDP glucuronosyltransferase 2 family, polypeptide B10; UGT2B11: UDP glucuronosyltransferase 2 family, polypeptide B11; UGT2B15: UDP glucuronosyl-
transferase 2 family, polypeptide B15; UGT2B17: UDP glucuronosyltransferase 2 family, polypeptide B17; UGT2B28: UDP glucuronosyltransferase 2 family, 
polypeptide B28; UGT2B4: UDP glucuronosyltransferase 2 family, polypeptide B4; UGT2B7: UDP glucuronosyltransferase 2 family, polypeptide B7; 
UGT3A1: UDP glycosyltransferase 3 family, polypeptide A1; UGT8: UDP glycosyltransferase 8; XDH: Xanthine dehydrogenase.
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Table 5.2    Pharmacological profile and Pharmacogenetics of selected anti-Parkinsonian drugs.a

Drug Properties Pharmacogenetics

Dopamine Precursors

Name: Levodopa; 59-92-7; Levodopa; L-dopa; Dopar; Bendopa; 
Dopasol; 3,4-dihydroxy-L-phenylalanine; Madopar

IUPAC Name: L-Tyrosine-3-hydroxy
Molecular Formula: C9H11NO4
Molecular Weight: 197.19 g/mol
Mechanism: Levodopa circulates in the plasma to the blood-brain-

barrier, where it crosses, to be converted by striatal enzymes to 
dopamine. Carbidopa inhibits the the peripheral plasma break-
down of levodopa by inhibiting its carboxylation, and thereby 
increases available levodopa at the blood-brain-barrier

Effect: Antiparkinsonian Agents. Dopamine Precursors.

Pathogenic genes: ANKK1, BDNF, LRRK2, 
PARK2

Mechanistic genes: CCK, CCKAR, CCKBR, 
DRD1, DRD2, DRD3, DRD4, DRD5, GRIN2A, 
GRIN2B, HCRT, HOMER1, LMO3, OPRM1

Metabolic genes
Substrate: COMT, CYP1A2, CYP2B6, 

CYP2C19, CYP2D6, CYP3A4, CYP3A5, DBH, 
DDC, G6PD, MAOB, TH, UGT1A1, UGT1A9

Transporter genes: SLC22A1, SLC6A3
Pleiotropic genes: ACE, ACHE

 
Dopaminergic Agonists

Name: Cabergoline; 81409-90-7; Cabergoline; Dostinex, Cabaser; 
Cabergolinum; Cabaseril; Cabergolina

IUPAC Name: Ergoline-8β-carboxamide,N-[3-(dimethylamino)pro-
pyl]-N-[(ethylamino)carbonil]-6-(2-propenyl)

Molecular Formula: C26H37N5O2
Molecular Weight: 451.60 g/mol
Mechanism: A long-acting dopamine receptor agonist. Has high 

binding affinity for dopamine D2-receptors and lesser affinity 
for D1,α1-and α2-adrenergic, and serotonin (5-HT1 and 5-HT2) 
receptors. Reduces serum prolactin concentrations by inhibiting 
release of prolactin from the anterior pituitary gland (agonist 
activity at D2 receptors)

Effect: Antiparkinsonian Agents; Ergot-derivative Dopamine Recep-
tor Agonists.

Pathogenic genes: BDNF, GSK3B
Mechanistic genes: ADRA2A, ADRA2B, 

ADRA2C, AKT1, BDNF, CNR1, DRD1, DRD2, 
DRD3, DRD4, DRD5, GSK3B, HTR1A, 
HTR1B, HTR1D, HTR2A, HTR2B, HTR2C, 
HTR7

Metabolic genes
Substrate: COMT, CYP1A2, CYP2B6, 

CYP2C19, CYP2D6, CYP3A4 (minor), 
CYP3A5, DDC

(continued)
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Table 5.2  (continued)  

Drug Properties Pharmacogenetics

Name: Pergolide; 66104-22-1; Pergolide; Permax; Pergolida; 
Pergolidum

IUPAC Name: Ergoline,8-[(Methylthio)
methyl]-6-monomethenesulfonate

Molecular Formula: C19H26N2SCH4O3S
Molecular Weight: 410.59 g/mol
Mechanism: A dopamin receptor agonist. Relieves symptoms of 

parkinsonism, presumably by directly stimulating postsynaptic 
dopamine receptors in corpus striatum. Reduces serum pro-
lactine concentrations by inhibiting release of prolactin from 
anterior pituitary gland.Causes transient increass in serum 
somatotropin (growth hormone) concentrations and decreases 
in serum luteinizing hormone concentrations

Effect: Antiparkinsonian Agents; Ergot-derivative Dopamine Recep-
tor Agonists

Mechanistic genes: ADRA1A, ADRA1B, 
ADRA1D, ADRA2A, ADRA2B, ADRA2C, 
DRD1, DRD2, DRD3, DRD4, DRD5, HTR1A, 
HTR1B, HTR1D, HTR2A, HTR2B, HTR2C

Metabolic genes
Substrate: COMT, CYP1A2, CY22B6, 

CYP2C19, CYP2D6, CYP3A4 (major), 
CYP3A5, DDC, UGT1A1, UGT1A9

Transporter genes: SLC6A4

Name: Pramipexole; 104632-26-0; Pramipexole; Pramipexol; Parmi-
tal; Mirapex; Mirapexin; Sifrol

IUPAC Name: 2,6-Benzothiazolediamine, 4,5,6,7-tetrahydro-N6-pro-
pyl-, (S)

Molecular Formula: C10H17N3S
Molecular Weight: 211.33 g/mol
Mechanism: By binding to D2 subfamily dopamine receptor, and to 

D3, and D4 receptors, it is though that Pramipexole can stimulate 
dopamine activity on nerves of striatum and substantia nigra

Effect: Antiparkinsonian Agents; Nonergot-derivative Dopamine 
Receptor Agonists.

Pathogenic genes: ANKK1, BDNF, LRRK2
Mechanistic genes: ADRA2A, ADRA2B, 

ADRA2C, CCK, CCKAR, CCKBR, DRD1, 
DRD2, DRD3, DRD4, DRD5, GRIN2A, 
GRIN2B, HCRT, HOMER1, HTR1A, HTR1B, 
HTR1D, HTR2A, HTR2B, HTR2C, LMO3, 
OPRM1

Metabolic genes
Substrate: COMT, CYP1A2, CY22B6, 

CYP2C19, CYP2D6, CYP3A4, CYP3A5, 
DDC, MAOB, UGT1A1, UGT1A9

Transporter genes: SLC22A1, SLC6A3
Pleiotropic genes: ACE, APOE
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Name: Ropinirole; 91374-21-9; Ropinirole; ReQuip; Ropinirol; Rop-

inilorum; ReQuip CR
IUPAC Name: 2-H-Indol-2-one 4-[2-(dipropylamino)ethyl]-1,3-dihy-

dro-, monohydrochloride
Molecular Formula: C16H24N2O
Molecular Weight: 296.84 g/mol
Mechanism: Has high relative in vitro specificity and full intrin-

sic activity at D2 and D3 dopamine receptor subtypes, binding 
with higher affinity to D3 than to D2 and D4 receptor subtypes. 
Although precise mechanism of action unkown, it is believed 
to be due to stimulation of postsynaptic dopamine D2-type 
receptors within caudate putamen in brain. Mechanism of 
Ropinirole-induced postural hypotension believed to be due to 
D2-mediated blunting of noradrenergic response to standing and 
subsequent decrease in peripheral vascular resistance

Effect: Antiparkinsonian Agents; Nonergot-derivative Dopamine 
Receptor Agonists.

Pathogenic genes: ANKK1, BDNF, LRRK2
Mechanistic genes: ADRA2A, ADRA2B, 

ADRA2C, CCK, CCKAR, CCKBR, DRD1, 
DRD2, DRD3, DRD4, DRD5, GRIN2A, 
GRIN2B, HCRT, HOMER1, HTR1A, HTR1B, 
HTR1D, HTR2A, HTR2B, HTR2C, LMO3, 
OPRM1

Metabolic genes
Substrate: COMT, CYP1A2 (major), CY22B6, 

CYP2C19, CYP2D6, CYP3A4 (minor), 
CYP3A5, DDC, MAOB, UGT1A1, UGT1A9

Inhibitor: CYP1A2 (moderate), CYP2D6 (mod-
erate), CYP3A4 (moderate)

Transporter genes: SLC22A1, SLC6A3
Pleiotropic genes: ACE, APOE

Name: Rotigotine; 99755-59-6; Rotigotine; Rotigotina; Neupro
IUPAC Name: 1-Naphthalenol, 5,6,7,8-tetrahydro-6-[pro-

pyl[2-(2-thienyl)ethyl]amino]-6S
Molecular Formula: C19H25Nos
Molecular Weight: 315.47 g/mol
Mechanism: A non-ergot dopamine receptor agonist with speci-

ficity for D3-, D2-, and D1-dopamine receptors. Although precise 
mechanism of action unkown of Rotigotine, it is believed to be 
due to stimulation of postsynaptic dopamine D2-type auto recep-
tors within substantia nigra in brain, leading to improved dopa-
minergic transmission in motor areas in basal ganglia, notably 
caudate nucleus/putamen regions

Effect: Antiparkinsonian Agents; Nonergot-derivative Dopamine 
Receptor Agonists.

Pathogenic genes: ANKK1, BDNF, LRRK2
Mechanistic genes: CCK, CCKAR, CCKBR, 

DRD1, DRD2, DRD3, DRD4, DRD5, GRIN2A, 
GRIN2B, HCRT, HOMER1, LMO3, OPRM1

Metabolic genes
Substrate: COMT, MAOB
Transporter genes: SLC22A1, SLC6A3
Pleiotropic genes: ACE, APOE

 (continued)
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Monoamine-Oxidase B (MOB) Inhibitors

Name: Rasagiline; 136236-51-6; Azilet; Elbrux; Rasagilina; Raxac
IUPAC Name: 1H-Inden-1-amine, 2,3-dihydro-N-2-propynyl-, 

(R)-,methanesulfonate
Molecular Formula: C12H13NCH4O3S
Molecular Weight: 267.34 g/mol
Mechanism: Potent, irreversible inhibitor of the monoamine oxi-

dase (MAO) type B, which plays a major role in catabolism of 
dopamine. Inhibition of dopamine depletion in striatal region 
of brain reduces symptomatic motor deficits of Parkinson’s Dis-
ease. There is also experimental evidence of Rasagiline confer-
ring neuroprotective effects (antioxidant, antiapoptotic), which 
may delay onset of symptoms and progression of neuronal 
deterioration

Effect: Antidepressants. Monoamine Oxidase Inhibitors. Antipar-
kinsonian Agents. Monoamina Oxidase B Inhibitors

Pathogenic genes: ANKK1, BDNF, LRRK2, 
PARK2

Mechanistic genes: BLC2, CCK, CCKAR, 
CCKBR, DRD1, DRD2, DRD3, DRD4, DRD5, 
GRIN2A, GRIN2B, HCRT, HOMER1, LMO3, 
OPRM1

Metabolic genes
Substrate: COMT, CYP1A2 (major), CYP2B6, 

CYP2C19, CYP2D6, CYP3A4, CYP3A5, DDC, 
MAOB, UGT1A1, UGT1A9

Inhibitor: MAOB
Transporter genes: SLC22A1, SLC6A3
Pleiotropic genes: ACE, APOE

 
Catecol-O-methylatransferase (COMT) Inhibitors

Name: Entacapone; 130929-57-6; Comtan; Comtess; Entacapona
IUPAC Name: 

E-α-Cyano-N,N-diethyl-3,4-dihydroxy-5-nitrocinnamamida
Molecular Formula: C14H15N3O5
Molecular Weight: 305.29 g/mol
Mechanism: A selective and selective inhibitor of catechol-O-meth-

ylatransferase (COMT). When entacapona is taken with 
levodopa, the pharmacokinetics are altered, resulted in more 
sustained levodopa serum levels compared to levodopa taken 
alone

Effect: Antiparkinsonian Agents. Catechol-O-Methylatransferase 
Inhibitors

Pathogenic genes: ANKK1, BDNF, LRRK2, 
PARK2

Mechanistic genes: CCK, CCKAR, CCKBR, 
DRD1, DRD2, DRD3, DRD4, DRD5, GRIN2A, 
GRIN2B, HCRT, HOMER1, LMO3, OPRM1

Metabolic genes
Substrate: COMT, CYP1A2, CYP2B6, 

CYP2C19, CYP2D6, CYP3A4, CYP3A5, 
DDC, MAOB, UGT1A1, UGT1A3, UGT1A4, 
UGT1A6, UGT1A9, UGT2B7, UGT2B15

Inhibitor: COMT, CYP1A2 (weak), CYP2A6 
(weak), CYP2C9 (weak), CYP2C19 (weak), 
CYP2D6 (weak), CYP2E1 (weak), CYP3A4 
(weak)

Transporter genes: SLC22A1, SLC6A3
Pleiotropic genes: ACE, ACHE, APOE

Table 5.2  (continued)  

Drug Properties Pharmacogenetics
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Name: Tolcapone; 134308-13-7; Tolcapona; Tasmar
IUPAC Name: Methanone, (3,4-hydroxy-5-nitrophenyl)

(4-methylphenyl)
Molecular Formula: C14H11NO5
Molecular Weight: 273.24 g/mol
Mechanism: A selective and selective inhibitor of catechol-O-meth-

ylatransferase (COMT). In the presence of a decarboxylase inhib-
itor (e.g. carbidopa), COMT is the major degradation pathway for 
levodopa. Inhibition of COMT leads to more sustained plasma 
levels of levodopa and enhanced central dopaminergic activity

Effect: Antiparkinsonian Agents. Catechol-O-Methylatransferase 
Inhibitors

Pathogenic genes: ANKK1, BDNF, LRRK2, 
PARK2

Mechanistic genes: AKT1, CCK, CCKAR, 
CCKBR, CNR1, DRD1, DRD2, DRD3, DRD4, 
DRD5, GPT, GRIN2A, GRIN2B, GSK3B, 
HCRT, HOMER1, LMO3, OPRM1

Metabolic genes
Substrate: COMT, CYP1A2, CYP2B6, CYP2C9, 

CYP2C19, CYP2D6, CYP3A4, CYP3A5, 
DDC, MAOB, UGT1A1, UGT1A3, UGT1A4, 
UGT1A6, UGT1A9, UGT2B7, UGT2B15

Transporter genes: SLC22A1, SLC6A3
Pleiotropic genes: ACE, APOE

a ABCB1: ATP binding cassette subfamily B member 1, ACE: angiotensin I converting enzyme, ACHE: acetylcholinesterase, ADCY7: adenylate cyclase 7, 
ADRA1A: adrenoceptor alpha 1A, ADRA1B: adrenoceptor alpha 1B, ADRA1D: adrenoceptor alpha 1D, ADRA2A: adrenoceptor alpha 2A, ADRA2B: adreno-
ceptor alpha 2B, ADRA2C: adrenoceptor alpha 2C, AKT1: v-akt murine thymoma viral oncogene homolog 1, ANKK1: ankyrin repeat and kinase domain 
containing 1, APOE: apolipoprotein E, BDNF: brain-derived neurotrophic factor, BLC2: B-cell CLL/lymphoma 2, CALY: calcyon neuron specific vesicular 
protein, CCK: cholecystokinin, CCKAR: cholecystokinin A receptor, CCKBR: cholecystokinin B receptor, CCR5: C-C motif chemokine receptor 5 (gene/
pseudogene), CHAT: choline O-acetyltransferase, CNR1: cannabinoid receptor 1 (brain), COMT: catechol-O-methyltransferase, CREB1: cAMP responsive 
element binding protein 1, CXCR4: C-X-C motif chemokine receptor 4, CYP1A1: cytochrome P450 family 1 subfamily A member 1, CYP1A2: cytochrome 
P450 family 1 subfamily A member 2, CYP1B1: cytochrome P450 family 1 subfamily B member 1, CYP2A6: cytochrome P450 family 2 subfamily A member 
6, CYP2B6: cytochrome P450 family 2 subfamily B member 6, CYP2C19: cytochrome P450 family 2 subfamily C member 19, CYP2C9: cytochrome P450 
family 2 subfamily C member 9, CYP2D6: cytochrome P450 family 2 subfamily D member 6, CYP2E1: cytochrome P450 family 2 subfamily E member 1, 
CYP3A4: cytochrome P450 family 3 subfamily A member 4, CYP3A5: cytochrome P450 family 3 subfamily A member 5, CYP19A1: cytochrome P450 fam-
ily 19 subfamily A member 1, DBH:dopamine beta-hydroxylase, DDC: dopa decarboxylase, DRD1: dopamine receptor D1, DRD2: dopamine receptor D2, 
DRD3: dopamine receptor D3, DRD4: dopamine receptor D4, DRD5: dopamine receptor D5, G6PD: glucose-6-phosphate dehydrogenase, GPT: glutamic-py-
ruvate transaminase (alanine aminotransferase), GRIN2A: glutamate ionotropic receptor NMDA type subunit 2A, GRIN2B: glutamate ionotropic recep-
tor NMDA type subunit 2B, GRIN3A: glutamate ionotropic receptor NMDA type subunit 3A, GSK3B: glycogen synthase kinase 3 beta, HCRT: hypocretin 
(orexin) neuropeptide precursor, HOMER1: homer scaffolding protein 1, HRH1: histamine receptor H1, HTR1A: 5-hydroxytryptamine receptor 1A, HTR1B: 
5-hydroxytryptamine receptor 1B, HTR1D: 5-hydroxytryptamine receptor 1D, HTR2A: 5-hydroxytryptamine receptor 2A, HTR2B: 5-hydroxytryptamine 
receptor 2B, HTR2C: 5-hydroxytryptamine receptor 2C, HTR7: 5-hydroxytryptamine receptor 7, LMO3: LIM domain only 3, LRRK2: leucine-rich repeat 
kinase 2, MAOA: monoamine oxidase A, MAOB: monoamine oxidase B, OPRM1: opioid receptor mu 1, PAH: phenylalanine hydroxylase, PARK2: parkin 
RBR E3 ubiquitin protein ligase, SLC22A1: solute carrier family 22 member 1, SLC6A3: solute carrier family 6 member 3, SLC6A4: solute carrier family 6 
member 4, SST: somatostatin, TH: tyrosine hydroxylase, TSPO: translocator protein, UGT1A1: UDP glucuronosyltransferase family 1 member A1, UGT1A3: 
UDP glucuronosyltransferase family 1 member A3, UGT1A4: UDP glucuronosyltransferase family 1 member A4, UGT1A6: UDP glucuronosyltransferase 
family 1 member A6, UGT1A9: UDP glucuronosyltransferase family 1 member A9, UGT2B7: UDP glucuronosyltransferase family 2 member B7, UGT2B15: 
UDP glucuronosyltransferase family 2 member B15.
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of which the top ten are: APOE (19q13.2), BIN1 (2q14), CLU (8p21-p12), ABCA7 
(19p13.3), CR1 (1q32), PICALM (11q14), MS4A6A (11q12.1), CD33 (19q13.3), 
MS4A4E (11q12.2), and CD2AP (6p12).18,57 Potentially defective genes asso-
ciated with AD represent about 1.39% (35 252.69 Kb) of the human genome, 
which is integrated by 36 505 genes (3 095 677.41 Kb). The highest number of 
AD-related defective genes concentrate on chromosomes 10 (5.41%; 7337.83 
Kb), 21 (4.76%; 2289.15 Kb), 7 (1.62%; 2584.26 Kb), 2 (1.56%; 3799.67 Kb), 
19 (1.45%; 854.54 Kb), 9 (1.42%; 2010.62 Kb), 15 (1.23%; 1264.4 Kb), 17 
(1.19%; 970.16 Kb), 12 (1.17%; 1559.9 Kb), and 6 (1.15%; 1968.22 Kb).11 
Among susceptibility genes, the apolipoprotein E (APOE) gene (AD2) is the 
most prevalent as a risk factor for AD, especially in those subjects harboring 
the APOE-4 allele, whereas carriers of the APOE-2 allele might be protected 
against dementia.53 Polymorphic variants in other genes (GRB-associated 
binding protein 2 (GAB2), TLR9 rs187084 variant homozygote GG, LRRK2 
R1628P variant) might also be protective.11 Ten novel private pathogenic 
copy number variations (CNVs) in 10 early-onset familial Alzheimer’s disease 
(EO-FAD) families overlapping a set of genes (A2BP1, ABAT, CDH2, CRMP1, 
DMRT1, EPHA5, EPHA6, ERMP1, EVC, EVC2, FLJ35024 and VLDLR) have also 
been identified.60

  
 (ii)  Genes associated with the mechanism of action of drugs (enzymes, 

receptors, transmitters, messengers).
 (iii)  Genes associated with drug metabolism: (a) phase I reaction 

enzymes: alcohol dehydrogenases (ADH1–7), aldehyde dehydroge-
nases (ALDH1–9), aldo-keto reductases (AKR1A–D), amine oxidases 
(MAOA, MAOB, SMOX), carbonyl reductases (CBR1–4), cytidine deam-
inase (CDA), cytochrome P450 family (CYP1–51, POR, TBXAS1), cyto-
chrome b5 reductase (CYB5R3), dihydropirimidine dehydrogenase 
(DPYD), esterases (AADAC, CEL, CES1, CES1P1, CES2, CES3, CES5A, 
ESD, GZMA, GZMB, PON1, PON2, PON3, UCHL1, UCHL3), epoxidases 
(EPHX1–2), flavin-containing monooxygenases (FMO1–6), glutathione 
reductase/peroxidases (GPX1–7, GSR), short-chain dehydrogenases/
reductases (DHRS1–13, DHRSX, HSD11B1, HSD17B10, HSD17B11, 
HSD17B14), superoxide dismutases (SOD1–2), and xanthine dehy-
drogenase (XDH); and (b): phase II reaction enzymes: amino acid 
transferases (AGXT, BAAT, CCBL1), dehydrogenases (NQO1–2, XDH), 
esterases (CES1–5), glucuronosyl transferases (UGT1–8), glutathione 
transferases (GSTA1–5, GSTK1, GSTM1–5, GSTO1–2, GSTP1, GSTT1–
2, GSTZ1, GSTCD, MGST1–3, PTGES), methyl transferases (AS3MT, 
ASMT, COMT, GNMT, GAMT, HNMT, INMT, NNMT, PNMT, TPMT), 
N-acetyl transferases (ACSL1–4, ACSM1, ACSM2B, ACSM3, AANAT, 
GLYAT, NAA20, NAT1–2, SAT1), thioltransferase (GLRX), and sulfo-
transferases (CHST2–13, GAL3ST1, SULT1A1–3, SULT1B1, SULT1C1–4, 
SULT1E1, SULT2A1, SULT2B1, SULT4A1, SULT6B1, CHST1).

 (iv)  Genes associated with drug transporters: in humans there are 49 
ABC transporter genes and the multidrug resistance-associated 
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proteins (MRP1/ABCC1, MRP2/ABCC2, MRP3/ABCC3, MRP4/ABCC4, 
MRP5/ABCC5, MRP6/ABCC6, MRP7/ABCC10, MRP8/ABCC11 and 
MRP9/ABCC12), which belong to the ABCC family integrated by 13 
members. Other genes encoding transporter proteins are genes of 
the solute carrier superfamily (SLC) and solute carrier organic (SLCO) 
transporter family, responsible for the transport of multiple endoge-
nous and exogenous compounds.

 (v)  Pleiotropic genes involved in multifaceted cascades and metabolic 
reactions.10–13

  
All these genes are under the influence of the epigenetic machinery condi-

tioning their expression and the efficiency of their drug-metabolizing prod-
ucts (enzymes, transporters).13–16

Although the APP, PSEN1, PSEN2 and MAPT genes are considered major 
pathogenic genes for AD and classic tauopathies,57 mutations in these genes 
represent less than 5% of the AD population and, consequently, their influ-
ence on AD pharmacogenetics associated with conventional anti-dementia 
drugs is quantitatively negligible; not so in the case of immunotherapy address-
ing Aβ deposition. Most anti-AD vaccines (active and passive immunization) 
are based on transgenic models with APP, PSEN1 and PSEN2 mutants.61,62 In  
general, most pharmacogenetic studies in AD have been performed with 
susceptibility genes (APOE) and metabolic genes (CYPs).11,18,63–65

5.3.1   APOE-TOMM40
To date, the most influential gene in AD pharmacogenetics is the APOE 
gene.4,5,11,13,63–66 APOE is a pleiotropic gene with multifaceted activities in 
physiological and pathological conditions, and the presence of the APOE-4 
allele is determinant in AD pathogenesis.53 APOE-4 may influence AD pathol-
ogy by interacting with APP metabolism and Aβ accumulation, enhancing 
hyperphosphorylation of tau protein and neurofibrillary tangle formation, 
reducing choline acetyltransferase activity, increasing oxidative processes, 
modifying inflammation-related neuroimmunotrophic activity and glial acti-
vation, altering lipid metabolism, lipid transport and membrane biosynthe-
sis in sprouting and synaptic remodeling, and inducing neuronal apoptosis 
and premature neuronal death.10,53 Multiple studies over the past two decades 
have demonstrated that APOE variants may affect the therapeutic response 
to anti-dementia drugs.6,10,11,13,18,53,63–70 At least 20 major phenotypic features 
illustrate the biological disadvantage of APOE-4 homozygotes and the poten-
tial consequences that these patients may experience when they receive phar-
macological treatment for AD and/or concomitant pathologies.10,11,23,65–67,70

In over 100 clinical trials for dementia, APOE has been used as the only gene 
of reference for the pharmacogenomics of AD. Several studies indicate that 
the presence of the APOE-4 allele differentially affects the quality and extent 
of drug responsiveness in AD patients treated with cholinergic enhancers, 
neuroprotective compounds, endogenous nucleotides, immunotrophins, 
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neurotrophic factors, combination therapies and other drug catego-
ries;10,11,66–72 however, controversial results are frequently found due to meth-
odological problems, study design, and patient recruitment in clinical trials. 
The major conclusion in most studies is that APOE-4 carriers are the worst 
responders to conventional treatments.10,11,18 When APOE and CYP2D6 
genotypes are integrated in bigenic clusters and the APOE + CYP2D6-related 
therapeutic response to a combination therapy is analyzed in AD patients, 
it becomes clear that the presence of the APOE-4/4 genotype is able to con-
vert pure CYP2D6*1/*1 extensive metabolizers into full poor responders to 
conventional treatments, indicating the existence of a powerful influence of 
the APOE-4 homozygous genotype on the drug-metabolizing capacity of pure 
CYP2D6 extensive metabolizers.6 In addition, a clear accumulation of APOE-
4/4 genotypes is observed among CYP2D6 poor and ultra-rapid metabolizers.6

Adjacent to the APOE locus (19q13.2) and in linkage disequilibrium with 
APOE is the TOMM40 gene. A poly T repeat in an intronic polymorphism 
(rs10524523) (intron 6) in the TOMM40 gene, which encodes an outer mito-
chondrial membrane translocase involved in the transport of Aβ and other 
proteins into mitochondria, has been implicated in AD.73–86 APOE-TOMM40 
genotypes have been shown to modify disease risk and age at onset of symp-
toms.74–79,87 The rs4420638 at the TOMM40/APOE/APOC1 gene locus is associ-
ated with longevity.88,89 The APOE-TOMM40 genomic region is associated with 
cognitive aging90 and with pathological cognitive decline.91 There are 3 allele 
groups for rs10524523 (‘523’), based on the number of ‘T’-residues: ‘Short’ (S, 
T ≤ 19), ‘Long’ (L, 20 ≤ T ≤ 29) and ‘Very Long’ (VL, T ≥ 30).81 Longer lengths 
of rs10524523 are associated with a higher risk for late-onset AD (LOAD).75–79 
Intronic poly T (rs10524523) within this region affects expression of the APOE 
and TOMM40 genes in the brain of patients with LOAD.92 The 523 VL poly T 
shows higher expression than the S poly T, indicating that the 523 locus may 
contribute to LOAD susceptibility by modulating the expression of TOMM40 
and/or APOE transcription.92 S/VL and VL/VL are the only TOMM40 poly T 
genotypes that interact with all major APOE genotypes; in contrast, the APOE-
4/4-TOMM40-L/L association is unique, representing approximately 30% of 
APOE-4/4 carriers.12,93 The first pharmacogenetic study of the APOE-TOMM40 
region in AD patients receiving a multifactorial treatment revealed that: (i) 
APOE-4 carriers are the worst responders and APOE-3 carriers are the best 
responders to conventional treatments; (ii) TOMM40 poly T-S/S carriers are the 
best responders, VL/VL and S/VL carriers are intermediate responders, and L/L 
carriers are the worst responders to treatment; (iii) patients harboring a large 
(L) number of poly T repeats in intron 6 of the TOMM40 gene (L/L or S/L geno-
types) in haplotypes associated with APOE-4 are the worst responders to treat-
ment; (iv) patients with short (S) TOMM40 poly T variants (S/S genotype), and 
to a lesser extent S/VL and VL/VL carriers, in haplotypes with APOE-3 are the 
best responders to treatment; and (v) in 100% of the cases, the L/L genotype is 
exclusively associated with the APOE-4/4 genotype, and this haplotype (4/4-L/L) 
is probably responsible for early onset of the disease, a faster cognitive decline, 
and a poor response to different treatments.12,93
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Other recent pharmacogenetic studies with pathogenic or mechanistic 
genes indicate that the response to AChEIs is associated with 2 SNPs in the 
intronic region of CHAT rs2177370 and rs3793790.94 The CHRNA7 T allele 
(rs6494223) is also associated with a better response to AChEIs and there is 
further confirmation that APOE-4 carriers are the worst responders to con-
ventional AChEIs.95

5.3.2   CYPs
Over 70% of AD patients are deficient metabolizers for the CYP2D6/2C19/2C9 
trigenic cluster; and for the CYP2D6/2C19/2C9/3A4 tetragenic cluster, more 
than 80% of the patients exhibit a deficient metabolizer geno-phenotype.6 
These four CYP genes encode enzymes responsible for the metabolism of 
60–80% of drugs of current use, showing ontogenic-, age-, sex-, circadian-  
and ethnic-related differences.10,11,66,96 According to the database of the 
World Guide for Drug Use and Pharmacogenomics,23 982 drugs are CYP2D6- 
related: 371 drugs are substrates, over 300 drugs are inhibitors, and 18 drugs 
are CYP2D6 inducers. Over 600 drugs are CYP2C9-related, 311 acting as sub-
strates (177 are major substrates, 134 are minor substrates), 375 as inhibitors 
(92 weak, 181 moderate, and 102 strong inhibitors), and 41 as inducers of 
the CYP2C9 enzyme.23 Nearly 500 drugs are CYP2C19-related, 281 acting as 
substrates (151 are major substrates, 130 are minor substrates), 263 as inhib-
itors (72 weak, 127 moderate, and 64 strong inhibitors), and 23 as induc-
ers of the CYP2C19 enzyme.23 The CYP3A4/5 enzyme metabolizes over 1900 
drugs, 1033 acting as substrates (897 are major substrates, 136 are minor 
substrates), 696 as inhibitors (118 weak, 437 moderate, and 141 strong 
inhibitors), and 241 as inducers of the CYP3A4 enzyme.23

In healthy subjects, CYP2D6 extensive metabolizers (EMs) account 
for 55.71% of the population, whereas intermediate metabolizers (IMs) 
account for 34.7%, poor metabolizers (PMs) 2.28%, and ultra-rapid metab-
olizers (UMs) 7.31%.11,18 In AD, EMs, IMs, PMs, and UMs are 56.38%, 
27.66%, 7.45%, and 8.51%, respectively. There is an accumulation of AD- 
related genes of risk in PMs and UMs. EMs and IMs are the best responders, 
and PMs and UMs are the worst responders to a combination therapy with 
AChEIs, neuroprotectants, and vasoactive substances. The pharmacoge-
netic response in AD appears to be dependent upon the networking activity 
of genes involved in drug metabolism and genes involved in AD pathogene-
sis.10,11,17,53,66,67,97,98 By phenotypes, in the control population, CYP2C9-PMs 
represent 7.04%, IMs 32.39%, and EMs 60.56%. In AD, PMs, IMs, and EMs 
are 6.45%, 37.64%, and 55.91%, respectively.11,23 The frequencies of the 3 
major CYP2C19 geno-phenotypes in the control population are: CYP2C19-
*1/*1-EMs 68.54%, CYP2C19-*1/*2-IMs 30.05%, and CYP2C19-*2/*2-PMs 
1.41%. EMs, IMs, and PMs account for 69.89%, 30.11%, and 0%, respec-
tively, in AD.11,23 Concerning CYP3A4/5 polymorphisms in AD, 82.75% of the 
cases are EMs (CYP3A5*3/*3), 15.88% are IMs (CYP3A5*1/*3), and 1.37% 
are UMs (CYP3A5*1/*1).11
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Most anti-dementia drugs are metabolized via CYP enzymes. Donepezil is 
a major substrate of CYP2D6, CYP3A4, ACHE, and UGTs, inhibits ACHE and 
BCHE, and is transported by ABCB1 (Table 5.1).5,11,17,23,63,64,66,98–100 CYP2D6 
variants affect donepezil efficacy and safety in AD.5,11,17,63,64,66,97,100 The com-
mon variant rs1080985 of CYP2D6 is associated with poor response to done-
pezil.101,102 A higher frequency of mutated CYP2D6 allele *2A was found in 
responder than in non-responder patients (75.38% vs. 43.48%).103 In an Ital-
ian study, 67% of patients were responders and 33% were non-responders to 
donepezil treatment, with abnormal enzymes accumulating in responders.104 
Chinese AD patients with the mutant allele CYP2D6*10 may respond better 
(58% responders) to donepezil than those with the wild allele CYP2D6*1.105 
In contrast, other studies revealed that CYP2D6-PMs and UMs tend to be 
poor responders to conventional doses of donepezil as compared to EMs and 
IMs.5,11,23,63,64,66,100,106–108

In Italian patients, no association was found between CYP3A4 or 
CYP3A5 genotypes and plasma donepezil concentrations, or between gen-
otypes and clinical response. The most common ABCB1 haplotypes were 
1236C/2677G/3435C (46%) and 1236T/2677T/3435T (41%), and patients 
homozygous for the T/T/T haplotype had lower plasma donepezil concen-
tration-to-dose ratios and better clinical response than patients with other 
genotypes.109 In Brazilian patients treated with AChEIs the response rate 
was 27.8%, with no apparent effect of APOE and/or CYP2D6 polymorphic 
variants.110

The effects of galantamine are potentially influenced by APOE, APP, ACHE, 
BCHE, CHRNA4, CHRNA7, and CHRNB2 variants. This drug is a major sub-
strate of CYP2D6, CYP3A4, and UGT1A1, and an inhibitor of ACHE and BCHE 
(Table 5.1).23,99,100,111–113 Major metabolic pathways are glucuronidation, O- 
demethylation, N-demethylation, N-oxidation, and epimerization.114 Galan-
tamine is extensively metabolized by the enzymes CYP2D6 and CYP3A and 
is a substrate of the P-gp. CYP2D6 variants are determinant for galantamine 
pharmacokinetics. CYP2D6-PMs exhibit higher dose-adjusted galantamine 
plasma concentrations than heterozygous and homozygous CYP2D6-EMs;115 
however, these pharmacokinetic changes might not substantially affect phar-
macodynamics.116 The co-administration of galantamine with paroxetine (a 
CYP2D6 strong inhibitor), ketoconazole (a CYP3A4 strong inhibitor) and 
erythromycin increases its bioavailability.117,118 Interaction with foods and 
nutritional components may alter galantamine bioavailability and therapeu-
tic effects.119

APOE, APP, CHAT, ACHE, BCHE, CHRNA4, CHRNB2 and MAPT variants 
may affect rivastigmine pharmacokinetics and pharmacodynamics, but CYP 
enzymes are not involved in the metabolism of rivastigmine.23,99,100,117,120 
UGT2B7-PMs show higher rivastigmine levels with a poor response to 
treatment.121

ACHE, ABCB4, BCHE, CHRNA4, CHRNB2, APOE, MTHFR, CES1, LEPR, 
GSTM1 and GSTT1 variants may affect the therapeutic and toxic effects of 
tacrine (the first AChEI introduced in 1993 and withdrawn years later due to 
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hepatotoxicity). Tacrine is a major substrate of CYP1A2 and CYP3A4, a minor 
substrate of CYP2D6, and is transported via SCN1A and ABCB4. Tacrine is 
an inhibitor of ACHE, BCHE, and CYP1A2.23 Both tacrine and some tacrine- 
hybrids may cause an induction of CYP1A1, 2B1 and 3A2 expression.122 Tacrine 
is associated with transaminase elevation in up to 50% of patients. The 
mechanism of tacrine-induced liver damage is influenced by genetic factors. 
The strongest association was found between alanine aminotransferase  
levels and three ABCB4 SNPs.123

Memantine is an N-methyl-d-aspartate (NMDA) receptor antagonist which 
binds preferentially to NMDA receptor-operated cation channels; it may act 
by blocking actions of glutamate, mediated in part by NMDA receptors, and 
is also an antagonist of GRIN2A, GRIN2B, GRIN3A, HTR3A and CHRFAM7A. 
Several pathogenic (APOE, PSEN1, MAPT) and mechanistic gene variants 
(GRIN2A, GRIN2B, GRIN3A, HTR3A, CHRFAM7A, c-Fos, Homer1b and PSD-
95) may influence its therapeutic effects. Memantine is a strong inhibitor 
of CYP2B6 and CYP2D6, and a weak inhibitor of CYP1A2, CYP2A6, CYP2C9, 
CYP2C19, CYP2E1, and CYP3A4.23,100,124 In human liver microsomes (HLM), 
memantine inhibits CYP2B6 and CYP2D6 activities, decreases CYP2A6 
and CYP2C19 activities, and has no effect on CYP1A2, CYP2E1, CYP2C9, or 
CYP3A4 activities.125 The co-administration of memantine with CYP2B6 sub-
strates elicits a 65% decrease in its metabolism. In clinical studies, NR1I2 
rs1523130 was identified as the unique significant genetic covariate for 
memantine clearance, with carriers of the NR1I2 rs1523130 CT/TT genotypes 
presenting a 16% slower memantine elimination than carriers of the CC 
genotype.126

5.3.3   Transporters
Polymorphic variants in genes encoding transporter proteins may affect drug 
metabolism, brain penetrance and accessibility to neuronal/glial targets, 
and drug resistance.23,127–129 Of special importance in AD are the ABC and 
SLC family genes.129 ABC genes (ABCB1, ABCC1, ABCG2), and other genes of 
this family encode proteins that are essential for drug metabolism and trans-
port. Mutations in ABC transporters influence pathogenesis and therapeu-
tics of brain disorders.129,130 The multidrug efflux transporters (P-gp1/MDR1, 
multidrug-resistance associated protein 4 (MRP4), breast cancer resistance 
protein (BCRP)), are located on endothelial cells lining brain vasculature 
and play important roles in limiting the movement of substances into and 
enhancing their efflux from the brain.

ABCB1 is one of the most important drug transporters in the brain. Over 
1270 drugs have been reported to be associated with the Abcb1 transporter 
protein (P-gp), of which 490 are substrates, 618 are inhibitors, 182 are induc-
ers, and 269 additional compounds which belong to different pharmacolog-
ical categories of products with potential Abcb1 interaction.23 The ABCB1 
gene has 116 polymorphic sites in Caucasians and 127 in African–Ameri-
cans, with a minor allele frequency greater than 5%. Common variants are 
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1236C>T, 2677G>A/T and 3435C>T, and the ABCB1*13 haplotype involves 
the 1236, 2677 and 3435 (TTT) SNPs and 3 intronic SNPs (in intron 9, 13, 
and 14).23 The ABCB1 C1236T, G2677T/A and C3435T SNPs influence blood–
brain barrier (BBB) P-glycoprotein function. AD patients with one or more 
T in C1236T, G2677T and C3435T have significantly higher binding poten-
tial values than patients without a T. Genetic variations in ABCB1 might con-
tribute to the progression of Aβ deposition in the brain131 and some ABCB1 
SNPs (C1236T in exon 12, G2677T/A in exon 21 and C3435T in exon 26) and 
inferred haplotypes might represent novel biomarkers of AD.132 ABCB1 
directly transports Aβ from the brain into the blood circulation, whereas 
the cholesterol transporter ABCA1 neutralizes Aβ aggregation capacity in an 
APOE-dependent manner, facilitating subsequent Aβ elimination from the 
brain.133 Some ABCB1 variants are frequent in AD cases over 65 years of age 
and among females. This association of ABCB1 2677G>T (rs2032582) is more 
pronounced in APOE4-negative cases.131

Some other ABCs have shown potential association with AD.129,134 The G 
allele of the ABCA7 rs115550680 SNP is associated with AD in Europeans. The 
effect size for the SNP in ABCA7 was comparable with that of the APOE ε4-deter-
mining SNP rs429358.135 ABCG2 is involved in Aβ transport and is up-regulated 
in AD brains. The ABCG2 gene (C421A; rs2231142) (ABCG2 C/C genotype) is 
associated with AD and the ABCG2 C/C genotype and the APOE ε4 allele may 
exert an interactive effect on AD risk.136 Also of importance for AD pharma-
cogenomics are transporters encoded by genes of the solute carrier superfam-
ily (SLC) and solute carrier organic (SLCO) transporter family, responsible for 
the transport of multiple endogenous and exogenous compounds, including 
folate (SLC19A1), urea (SLC14A1–2), monoamines (SLC29A4, SLC22A3), amino-
acids (SLC1A5, SLC3A1, SLC7A3, SLC7A9, SLC38A1, 4–5, 7, SLC43A2, SLC45A1), 
nucleotides (SLC29A2–3), fatty acids (SLC27A1–6), neurotransmitters (SLC6A2 
(noradrenaline transporter), SLC6A3 (dopamine transporter), SLC6A4 (sero-
tonin transporter, SERT), SLC6A5–6, 9, 11, 12, 14–19), glutamate (SLC1A6–7), 
and others.129,137 Some organic anion transporters (OAT), which belong to the 
solute carrier (SLC) 22A family, are also expressed at the BBB, and regulate 
the excretion of endogenous and exogenous organic anions and cations.138 
The transport of amino acids and di- and tripeptides is mediated by a num-
ber of different transporter families, and the bulk of oligopeptide transport is 
attributable to the activity of members of the SLC15A superfamily (SLC15A1-2, 
SLC15A2, SLC15A3-4). ABC and SLC transporters expressed at the BBB may 
cooperate to regulate the passage of different molecules into the brain.11,13,18,139

5.4   Epigenomics
Epigenomic regulation is a universal phenomenon of gene expression con-
trol during development, maturation and aging in physiological conditions. 
When this mechanism of control is altered by endogenous and/or exogenous 
factors, probably acting as an interface between the genome and the envi-
ronment (nature vs. nurture),140,141 then epigenomic changes become patho-
genic due to the abnormal expression of genes under epigenetic control. 
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Harris et al.142 define these metastable epialleles as mammalian genomic 
loci where epigenetic patterning occurs before gastrulation in a stochastic 
fashion, leading to systematic interindividual variation within one species. 
This gene expression abnormally leads to a potential reversible pathological 
phenotype which, in some cases, can be transferred to future generations, 
assuming that epigenetics refers to phenotypic changes with no apparent 
alterations in structural DNA. Preconceptional parental exposure to envi-
ronmental stimuli may determine the offspring’s phenotype via meiotically 
and mitotically heritable epigenetic mechanisms,140 and exposure to diverse 
external elements (nutrition, pollutants, drugs, toxins) may condition several 
categories of human diseases. Classical epigenetic mechanisms, including 
DNA methylation, histone modifications, and regulation by microRNAs 
(miRNAs), are among the major regulatory elements that control metabolic 
pathways at the molecular level. DNA methylation/demethylation and chro-
matin remodeling/histone modifications regulate gene expression transcrip-
tionally, and miRNAs suppress gene expression post-transcriptionally.143 
Mutations in the genes encoding elements of the epigenetic machinery 
can lead to an epigenetic Mendelian disorder.144 Epigenetic marks contrib-
ute to natural human variation145 and configure the emerging field of neu-
roepigenetics.141 Not only nuclear DNA, but also mitochondrial DNA may 
be subjected to epigenetic modifications related to disease development, 
environmental exposure, drug treatment and aging.146 Some epigenetic 
modifications are conceptually reversible and can potentially be targeted by 
pharmacological and dietary interventions.13–16,147

Age-related neuropsychiatric disorders (from neurodevelopment to aging) 
are complex diseases in which genomic defects, together with environmental 
factors and epigenetic alterations, may be involved.17 Most of these disorders 
exhibit proteoepigenomic changes resulting from primary genomic traits 
and/or secondary epigenetic events that induce pathogenic (structural, func-
tional, conformational) changes in key proteins.148 Consequently, neuroepi-
genetic perturbations in genes involved in brain development, maturation 
and aging may alter gene expression and protein synthesis (and conforma-
tional protein configuration) leading to neurodevelopmental, neuropsychiatric, 
and neurodegenerative disorders.149

5.4.1   Age-Related Epigenetics
Altered DNA methylation patterns may account for phenotypic changes asso-
ciated with human aging. Brain region-specific expression of genes can be 
epigenetically regulated by DNA methylation150 and brain aging might be 
influenced by epigenetic changes in the neuronal microenvironment.151,152

5.4.1.1  DNA Methylation
Age- and tissue-dependent DNA hypo- and hyper-methylation has been 
reported.153 It appears that global loss of DNA methylation predominates in 
aged cells. DNMT1, which maintains DNA methylation of CpGs, decreases 
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with age.154 In contrast, some loci have been found hypermethylated with age 
(e.g. estrogen receptor, interferon γ, insulin-like growth factor II, promoters 
 of tumor-suppressor genes such as lysyl oxidase (LOX), p16INK4a, runt- 
related transcription factor 3 (RUNX3), and TPA-inducible gene 1 (TIG1)).153 
Xu and Taylor155 analyzed 1006 blood DNA samples of women aged 35 to 76 
from the Sister Study, and found that 7694 (28%) of the 27 578 CpGs assayed 
were associated with age, confirming the existence of at least 749 “high- 
confidence” age-related CpG (arCpGs) sites in normal blood. These age-related 
changes are largely concordant in a broad variety of normal tissues, and a  
significantly higher proportion (71–91%) than expected of increasingly- 
methylated arCpGs (IM-arCpGs) were over-methylated in a wide variety of 
tumor types. IM-arCpGs sites occurred almost exclusively at CpG islands 
and were disproportionately marked with the repressive H3K27me3 histone 
modification. These findings suggest that as cells acquire methylation at 
age-related sites they have a lower threshold for malignant transformation 
that may explain in part the increase in cancer incidence with age.

McClay et al.156 performed a methylome-wide association study of aging in 
whole blood DNA from 718 individuals, aged 25–92 years. They sequenced the 
methyl-CpG-enriched genomic DNA fraction, averaging 67.3 million reads per 
subject, to obtain methylation measurements for the ∼27 million autosomal 
CpGs in the human genome, and adaptively combined methylation measures 
for neighboring, highly correlated CpGs into 4 344 016 CpG blocks for associ-
ation testing. Eleven age-associated differentially methylated regions (DMRs) 
passed Bonferroni correction. 42 of 70 selected DMRs showed hypomethyla-
tion and 28 showed hypermethylation with age. Hypermethylated DMRs were 
more likely to overlap with CpG islands and shores. Hypomethylated DMRs 
were more likely to be in regions associated with polycomb/regulatory pro-
teins (EZH2) or histone modifications H3K27ac, H3K4m1, H3K4m2, H3K4m3 
and H3K9ac. Among genes implicated by the top DMRs were protocadher-
ins, homeobox genes, mitogen-activated protein kinases (MAPKs), ryanodine 
receptors, and genes with potential relevance for age-related disease.

The absolute levels of 5-hydroxymethylcytosine (hmC), 5-formylcytosine 
(fC) and 5-methylcytosine (mC) vary in human brain tissues at various ages. 
For hmC, an initial steady increase is observed, which levels off with age to a 
final steady-state value of 1.2%. This level is nearly twice as high as in mouse 
cerebral cortex. fC declines rapidly with age during early developmental 
stages. While hmC is a stable epigenetic mark, fC is more likely an intermedi-
ate of active DNA demethylation during early brain development. The trends 
in global cytosine modification dynamics during the lifespan are conserved 
between humans and mice and show similar patterns in different organs.157

5.4.1.2  Histone Modifications
Histone modifications are also observed with aging. Histone acetyla-
tion decreases and phosphorylation increases with age.158 H4K20me and 
H3K36me3 decrease in the brain of old senescence-accelerated-prone 
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mice (SAMP8) and H3K27m3, H3K79me, and H3K79me2 increase in these 
aged mouse brains.159 The silent information regulator 2 (Sir2) in yeast 
and its mammalian orthologs, sirtuin 1–7 (SIRT1–7), are histone-modi-
fying enzymes that tend to be downregulated in aging, especially SIRT1. 
Activation of sirtuins may extend lifespan, modulating calorie restriction 
mechanisms160 and promoting healthy aging, which delays the onset of 
neurodegenerative processes.161 In the epidermis, aging is associated 
with a limited destabilization of the epigenome at gene regulatory ele-
ments.162 Wound treatment with sirtuin activators and class I HDAC inhib-
itors induces keratinocyte proliferation and enhances healing via a nitric 
oxide (NO)-dependent mechanism. Acetylation of α-tubulin and histone 
H3 Lysine 9 may activate cell function and gene expression to foster tis-
sue repair. The direct activation of P300/CBP-associated factor (PCAF) by 
the histone acetylase activator pentadecylidenemalonate 1b (SPV-106) 
induces lysine acetylation in the wound area. An impairment of PCAF and/
or other GCN5 family acetylases may delay skin repair in physiopathologi-
cal conditions.163

5.4.1.3  Non-Coding RNAs
There is a correlation between changes in miRNA expression and aging. 
miRNA lin-4 regulates lifespan in C. elegans; several miRNAs (miRNAs-34, 
-669c, -709, -93, -214) were found to be upregulated with age, while others 
(miRNAs-103, -107,-128, -130a, -155, -24, -221, -496, -1538, -17, -19b, -20a, 
-106a) appeared downregulated in peripheral tissues.164,165 70 miRNAs were 
found to be upregulated in the aging brain; 27 of these miRNAs may target 
genes of mitochondrial complexes III, IV, and F0F1-ATPase involved in oxida-
tive phosphorylation and reduced expression in aging.166

5.4.2   Neurodegenerative Disorders
Epigenetic dysregulation is an attractive mechanism to explain in part enig-
matic areas of confusion associated with the pathogenesis of age-related 
neurodegenerative disorders, such as Alzheimer’s disease, Parkinson’s dis-
ease, and Huntington’s disease (Table 5.3), where it may mediate interac-
tions between genetic and environmental risk factors, or directly interact 
with disease-specific pathological factors.13–16,153,167

Several pathogenic genes (Table 5.3) and many other AD-related suscep-
tibility genes with direct or indirect influence on the AD or PD phenotype 
(i.e. genes associated with vascular risk factors and lipid metabolism) (Fig-
ures 5.4 and 5.5) contain methylated CpG sites that exhibit alterations in 
DNA methylation.13,153,168 Different modalities of histone aberrations are 
present in AD.13–16,153,168–170 Alterations in epigenetically-regulated miRNAs 
may contribute to the abnormal expression of pathogenic genes in AD.171,172 
Several lncRNAs are dysregulated in AD (Sox2OT, 1810014B01Rik, BC200, 
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Table 5.3    Selected genomic, epigenomic, and proteomic markers in neurodegenerative disorders.

Disease Pathogenic gene Locus

Promoter 
length 
(bp)

3′UTR 
length 
(bp) Defective protein

Methylation 
(promoter)

Chromatin/
histone 
modifications

Non-coding 
RNAs

Alzheimer’s 
disease 
(AD)

APOE Apolipoprotein E 19q13.32 996 APOE Apolipopro-
tein E

Hypomethylated Reduced H3 
acetylation

Linked to AD 
(miR-34a, 
miR-34b/c, 
miR-107, 
miR-124, 
miR-125b, 
miR-137)

Epigenetically 
regulated 
(let-7, miR-9, 
miR-132/212, 
miR146a, 
miR-148a, 
miR-184, 
miR-200, 
miR-200c/141)

APP Amyloid beta (A4) 
precursor protein

21q21.3 1086 1176 A4 Amyloid beta 
A4 protein

Hypomethylated Decreased 
SIRT1

MAPT Microtubule-asso-
ciated protein tau

17q21.31 1094 TAU Microtu-
bule-associated 
protein tau

Hypomethylated Increased 
HDAC6 and 
HDAC2 
levelsPSEN1 Presenilin 1 14q24.2 929 1198 PSN1 Presenilin 1 Hypomethylated

Amyo-
trophic 
lateral 
sclerosis 
(ALS)

ALS2 Amyotrophic 
lateral sclerosis 2 
( juvenile)

2q33.1 1069 1394 ALS2 Alsin Hypermethylated Histone 
meth-
ylation 
reduces 
C9orf72 
gene 
expression

miR-9, miR-
23a-b, 
miR132, 
miR-134, 
miR-206, 
miR-338-3p, 
miR-455

ATXN2 Ataxin 2 12q24.12 926 699 ATX2 Ataxin 2 Hypermethylated
C9orf72 Chromosome  

9 open reading frame 
72

9p21.2 1746 CI072 Protein 
C9orf72

Hypermethylated

FUS FUS RNA binding 
protein

16p11.2 1087 398 FUS RNA-binding 
protein FUS

Arginine-methyl-
ation

HDACs over-
expression 
induces 
neurode-
generation

SOD1 Superoxide dis-
mutase 1, soluble

21q22.11 988 497 SODC Superox-
ide dismutase 
(Cu–Zn)

Hypomethylated

UBQLN2 Ubiquilin 2 Xp11.21 1089 1361 UBQLN2 
Ubiquilin-2

Increase of 
DNMT1, 
DNMT3a, 5- 
methylcytosine
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eurodegenerative D

isorders
Dementia 

with 
Lewy 
bodies 
(DLB)

PRKAR2A Protein 
kinase, cAMP-depen-
dent, regulatory, type 
II, alpha

3p21.31 924 999 KAP2 cAMP- 
dependent pro-
tein kinase type 
II-alpha regula-
tory subunit

Hypomethylated 
inhibition of 
DNMT1

Reduced 
histone 
acetylation

Linked to SCNA 
(miR-7, 
miR-153)

SEPW1 Selenoprotein 
W, 1

19q13.33 744 452 SELW Selenopro-
tein W

Hypomethylated Reduced his-
tone meth-
ylationSNCA Synuclein, alpha 

(non A4 component 
of amyloid precursor)

4q22.1 1097 1185 SYUA 
Alpha-synuclein

Hypomethylated

Frontotem-
poral 
dementia 
(FTD)

C9orf72 Chromosome 9 
open reading frame 
72

9p21.2 1746 CI072 Protein 
C9orf72

Hypermethylated Reduced 
histone 
acetylation

miR-516a-3p, 
miR-571, 
miR-548b-5p, 
and miR-
548c-5p, 
miR-922

GRN Granulin 17q21.31 1066 356 GRN Granulin Hypermethylated
MAPT Microtubule- 

associated protein 
tau

17q21.31 1094 TAU Microtu-
bule-associated 
protein tau

Increased 
HDAC 
levels

TARDBP TAR DNA  
binding protein

1p36.22 982 2903 TADBP TAR 
DNA-binding 
protein 43

Multiple 
sclerosis 
(MS)

PADI2 Pepetidyl argi-
nine deaminase

1p36.13 1036 2360 PAD2 Peptidyl 
arginine deam-
inase enzyme

Hypomethylated Increased 
histone 
acetylation

miR-18b, 
miR-96, 
miR-142-3p, 
miR-145, 
miR-146a, 
miR-155, 
miR-599

HLA-DRB1 Major 
histocompatibility 
complex, class II, DR 
beta 1

6p21.32 1078 397 2B1F HLA class I 
histocompati-
bility antigen, 
DRB1-15 beta 
chain

Extensive 
methylation 
alterations

TNFRSF1A Tumor 
necrosis factor recep-
tor superfamily, 
member 1A

12p13.31 997 700 TNR1A Tumor 
necrosis factor 
receptor super-
family 1A

Increase of 
DNMT1, 
DNMT3a

(continued)
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Parkinson’s 
disease 
(PD)

ABCA3 ATP-binding 
cassette, sub-family A 
(ABC1), member 3

16p13.3 2201 981 ABCA3 ATP-bind-
ing cassette 
sub-family A 
member 3

Hypomethylated Reduced H3 
acetylation

Linked to SCNA 
(miR-7, 
miR-153)

ATP8A2 ATPase, amino-
phospholipid trans-
porter, class I, type 
8A, member 2

13q12.13 1087 1380 AT8A2 Phospho-
lipid-transport-
ing ATPase IB

Hypomethylated Toxin- 
mediated 
increase 
H3, H4 
acetylation

Changed 
expres-
sion in PD 
(miR-10a/b, 
miR-34b-c, 
miR133b, 
miR212, 
miR495)

APBA1 Amyloid beta 
(A4) precursor pro-
tein-binding, family 
A, member

9q21.12 994 1188 APBA1 Amyloid 
beta A4 pre-
cursor pro-
tein-binding 
family A mem-
ber 1

Hypomethylated Reduced H3 
methyl-
ation by 
PNK1

CNTNAP2 Contactin 
associated pro-
tein-like 2

7q35-q36 1038 CNTP2 Contac-
tin-associated 
protein-like 2

Hypomethylated

CPLX2 Complexin 2 5q35.2 1050 4180 CPLX2 Complexin 
2

Hypomethylated

FAT1 FAT atypical  
cadherin 1

4q35.2 991 992 FAT1 Protocad-
herin fat 1

Hypomethylated

FHIT Fragile histidine 
triad

3p14.2 951 382 FHIT Bis(5-ade-
nosyl)-triphos-
phatase

Hypomethylated

GSST1 Glutathione 
S-transferase theta 1

22q11.2 917 379 GSTT1 Glutathi-
one S-transfer-
ase theta-1

Hypomethylated

Table 5.3  (continued)  

Disease Pathogenic gene Locus Promoter 
length 
(bp)

3′UTR 
length 
(bp)

Defective protein Methylation 
(promoter)

Chromatin/
histone 
modifications

Non-coding 
RNAs
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KCNH1 Potassium 

channel, voltage 
gated eag related 
subfamily H,  
member 1

1q32.2 920 KCNH1 Potas-
sium volt-
age-gated 
channel sub-
family H mem-
ber 1

Hypomethylated

MAGI2 Membrane 
associated guanylate 
kinase, WW and PDZ 
domain containing 2

7q21.11 1041 2375 MAGI2 Mem-
brane-associ-
ated guanylate 
kinase, WW 
and PDZ 
domain- 
containing  
protein 2

Hypomethylated

SMOC2 SPARC related 
modular calcium 
binding 2

6q27 1089 1791 SMOC2 SPARC- 
related modu-
lar calcium- 
binding pro-
tein 2

Hypomethylated

SLC12A5 Solute carrier 
family 12 (potassi-
um/chloride trans-
porter), member 5

20q13.12 958 2599 S12A5 Solute car-
rier family 12 
member 5

Hypomethylated

SNCA Synuclein, alpha 
(non A4 component 
of amyloid precursor)

4q22.1 1097 1185 SYUA 
Alpha-synuclein

Hypomethylated

TUBA3E Tubulin, alpha 
3e

2q21.1 700 TBA3E Tubulin 
alpha-3E chain

Hypomethylated
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BACE1-AS, NAT-Rad18, 17A, GDNFOS).172 Examples of miRNAs directly linked 
to AD pathogenesis include miR-34a (1p36.22), miR-34b/c (11q23.1), miR-107 
(10q23.31), miR-124 (8p23.1/8p12.3/20q13.33), miR-125b (11q24.1/21q21.1), 
and miR-137 (1p21.3); and examples of epigenetically regulated miRNAs  
with targets linked to AD pathogenesis are let-7b (22q13.1), miR-9 
(1q22/5q14.3/15q26.1), miR-132/212 (17p13.3), miR-146a (5q34), miR-148a 
(7p15.2), miR-184 (15q25.1), and miR-200 (miR-200b/200a/429, 1p36.33; miR-
200c/141, 12p13.31).171 AD-related SNPs interfere with miRNA gene regulation 
and affect AD susceptibility. The significant interactions include target SNPs 
present in seven genes related to AD prognosis with the miRNAs- miR-214, -23a 
& -23b, -486-3p, -30e*, -143, -128, -27a & -27b, -324-5p and -422a. The dysregu-
lated miRNA network contributes to the aberrant gene expression in AD.173–175

5.5   Pharmacoepigenomics
Pharmacogenetics alone does not predict all phenotypic variation in drug 
response.12,13 The genes involved in the pharmacogenomic network are 
under the regulatory control of the epigenetic machinery (DNA methylation, 
histone modifications, miRNA regulation), this configuring the novel phar-
macoepigenomic apparatus.12,13

Epigenetic regulation is also responsible for the tissue-specific expression 
of genes involved in pharmacogenetic processes, and epigenetics plays a 
key role in the development of drug efficacy, safety and resistance. Epigene-
tic changes affect CYP expression, major transporter function, and nuclear 
receptor interactions.176–179 Variable methylation patterns have been detected 
in genes encoding phase I–III enzymes (Table 5.4). Although this is a still 
poorly explored field, epigenetic regulation of genes encoding drug-metab-
olizing enzymes (CYP1A1, 1A2, 1B1, 1A6, 2A13, 2B6, 2C8, 2C9, 2C18, 2C19, 
2D6, 2E1, 2J2, 2F1, 2R1, 2S1, 2W1, 3A4, 3A5, 3A7, 3A43, UGT1, GSTP1), drug 
transporters (ABCB1/MDR1/P-gp, ABCC1/MRP1, ABCC11/MRP8, ABCG2/BCRP, 
SLC19A1, SLC22A8), and nuclear receptors (RARB2, ESR1, NR1I2, HNF41) has 
been documented in pioneering studies of pharmacoepigenetics.12,13,176–179

Epigenetic modifications are also associated with drug resistance.12,13,178,180 
The acquisition of drug resistance is tightly regulated by post-transcriptional 
regulators such as RNA-binding proteins (RBPs) and miRNAs, which change 
the stability and translation of mRNA-encoding factors involved in cell sur-
vival, proliferation, epithelial–mesenchymal transition, and drug metabo-
lism.178 In the complex cascade of pharmacoepigenetic events, the epigenetic 
factory may act as a promiscuous, redundant security system in which several 
miRNAs target genes encoding epigenetic regulators. For example, miR-29,  
-29c, -370, and -450A target DNMT3A, and miR-29, -148, and -29b target 
DNMT3B, inducing hypomethylation and expression of tumor suppressor 
genes; let-7a, miR-26a, -101, -138, and -124 target EZH2, decreasing histone 
methylation and increasing expression of tumor suppressor genes; miR-
449 and -874 target HDAC1, inducing growth arrest by decreasing histone 
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Table 5.4    Methylation patterns in genes associated with Phase I–III drugs.a

Category Gene Locus
Promoter length 
(bp) Pathology Methylation

Phase I drug metabolism 
genes

ALDH1A2 15q21.3 982 Prostate cancer Hypermethylated
CYP1A1 15q24.1 1200 Head and neck cancer Hypermethylated

Prostate cancer Hypermethylated
Fetal growth restriction (toxics) Hypomethylated
Smoking-related Hypomethylated

CYP1B1 2p22.2 1193 Colorectal cancer Hypermethylated
Prostate cancer Hypomethylated
Hepatoma cell lines Hypermethylated
Breast cancer Hypermethylated

CYP24A1 20q13 945 Vitamin D deficiency Hypermethylated
Tumor-derived endothelial cells Hypermethylated

CYP27B1 12q14.1 917 Breast cancer Hypermethylated
Choriocarcinoma Hypermethylated
Lymphoma and leukemia Hypermethylated

CYP2A13 19q13.2 928 Head and neck cancer Hypermethylated
CYP2C19 10q24 1048 Drug resistance Hypermethylated
CYP2E1 10q26.3 918 Parkinson’s disease Hypomethylated

Toluene exposure Hypomethylated
CYP2R1 11p15.2 1026 Vitamin D deficiency Hypermethylated
CYP2W1 7p22.3 934 Colorectal cancer Hypomethylated

Bladder, breast, thyroid cancer Hypomethylated
Liver, stomach cancer Hypomethylated

CYP7B1 8q21.3 1052 Prostate cancer Hypomethylated
Phase II drug metabolism 

genes
GSTM1 1p13.3 900 Head and neck cancer Hypermethylated
GSTP1 11q13 958 Toluene exposure Hypomethylated

Hepatoma cells Hypermethylated
Prostate cancer Hypermethylated
Breast cancer Hypomethylated

NAT1 8p22 2132 Breast cancer Hypomethylated
SULT1A1 16p12.1 1086 Breast cancer Hypermethylated
UGT3A2 5p13.2 1076 Hepatoma cells Hypermethylated

(continued)
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Category Gene Locus
Promoter length 
(bp) Pathology Methylation

Phase III transporter  
genes

ABCA7 19p13.3 967 Alzheimer’s disease Hypomethylated
ABCB1 7q21.12 906 Breast cancer Hypermethylated

Resistance to chemotherapy Hypomethylated
ABCC6 16p13.1 975 Bladder cancer Hypermethylated
ABCG2 4q22 1199 T-cell acute lymphoblastic leukemia 

cell lines
Hypomethylated

SLC19A1 21q22.3 1040 CNS lymphomas Hypomethylated
SLC22A3 6q25.3 1034 Prostate cancer Hypermethylated
SLC24A4 14q32.12 1029 Alzheimer’s disease Hypomethylated

a Phase I: ALDH1A2: aldehyde dehydrogenase 1 family member A2; CYP1A1: cytochrome P450 family 1 subfamily A member 1; CYP1B1: cytochrome P450 
family 1 subfamily B member 1; CYP24A1: cytochrome P450 family 24 subfamily A member 1; CYP27B1: cytochrome P450 family 27 subfamily B member 
1; CYP2A13: cytochrome P450 family 2 subfamily A member 13; CYP2C19: cytochrome P450 family 2 subfamily C member 19; CYP2E1: cytochrome P450 
family 2 subfamily E member 1; CYP2R1: cytochrome P450 family 2 subfamily R member 1; CYP2W1: cytochrome P450 family 2 subfamily W member 1; 
CYP7B1: cytochrome P450 family 7 subfamily B member 1. Phase II: GSTM1: glutathione S-transferase mu 1; GSTP1: glutathione S-transferase pi 1; NAT1: 
N-acetyltransferase 1 (arylamine N-acetyltransferase); SULT1A1: sulfotransferase family 1A member 1; UGT3A2: UDP glycosyltransferase 3 family, polypep-
tide A2. Phase III: ABCA7: ATP binding cassette subfamily A member 7; ABCB1: ATP binding cassette subfamily B member 1; ABCC6: ATP binding cassette 
subfamily C member 6; ABCG2: ATP binding cassette subfamily G member 2 (Junior blood group); SLC19A1: solute carrier family 19 (folate transporter), 
member 1; SLC22A3: solute carrier family 22 (organic cation transporter), member 3; SLC24A4: solute carrier family 24 (sodium/potassium/calcium 
exchanger), member 4.

Table 5.4  (continued)  
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acetylation; miR-1 and -155 target HDAC4, promoting myogenesis and impair-
ing transcriptional activity of B-cell lymphoma 6 (BCL6); miR-627 and -155 
target JMJD1A, decreasing histone demethylation and hypoxic gene expres-
sion; miR-132 and -483-5p target MECP2, promoting demethylation and cell 
differentiation.181 Furthermore, epigenetic drugs reverse epigenetic changes 
in gene expression and might open new avenues in AD therapeutics. So far, 
epigenetic drugs (Table 5.5) have only been approved for the treatment of 
neoplastic processes; most of them are not devoid of severe side effects; and 
concerns on their capacity to cross the blood–brain barrier and penetrate 
into the brain may preclude their implantation as potential drug candidates 
in NDDs.15,16,170,182

5.6   Novel Strategies
Patients with NDDs need multifactorial treatments with different drugs of 
diverse pharmacological profiles. AD patients may take 6–12 different drugs/
day for the treatment of dementia-related symptoms, including memory 
deterioration (conventional anti-dementia drugs, neuroprotectants) (Table 
5.1), behavioral changes (antidepressants, neuroleptics, sedatives, hypnot-
ics), and functional decline, or for the treatment of concomitant patholo-
gies (epilepsy, cardiovascular and cerebrovascular disorders, Parkinsonism, 
hypertension, dyslipidemia, anemia, arthrosis, etc.). Over 20% of dementia 
patients are current users of cardiovascular drugs. A high-throughput screen-
ing study assessed 1600 FDA-approved drugs for their ability to modulate 
Aβ activity; 559 of the 1600 drugs had no effect on APP processing or were 
toxic to neurons at the concentration tested, while 800 drugs could reduce Aβ 
content by over 10% in primary neurons derived from Tg2576 mice, among 
which, 184 drugs were able to reduce Aβ content by more than 30%; 241 
drugs could potentially promote Aβ accumulation, including 26 drugs that 
could increase the level of Aβ by over 30%.183 The co-administration of sev-
eral drugs may cause side-effects and adverse drug reactions in over 60% of 
AD patients, who in 2–10% of the cases require hospitalization. The preva-
lence of potentially inappropriate medication (PIM) is around 50% in some 
European cohorts. Cerebral vasodilators are the most widely used class of 
PIM, accounting for 24.0% of all prescriptions, followed by atropinic drugs 
and long half-life benzodiazepines. Atropinic drugs were associated with 
cholinesterase inhibitors in 16% of patients. In over 20% of the patients, 
behavioral deterioration and psychomotor function can be severely altered 
by polypharmacy.184 The principal causes of these iatrogenic effects are the 
inappropriate combination of drugs, and the genomic background of the 
patient, responsible for his/her pharmacogenomic outcome.

During the 2002–2012 period, 413 AD trials were performed (124 Phase 
1 trials, 206 Phase 2 trials, and 83 Phase 3 trials) (78% sponsored by phar-
maceutical companies). Registered trials addressed symptomatic agents 
(36.6%), disease-modifying small molecules (35.1%) and disease-modify-
ing immunotherapies (18%), with a very high attrition rate (overall success 
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Drug Properties Pharmacogenetics

Name: 5-Azacytidine, Azacitidine, Azacytidine, Ladaka-
mycin, Vidaza, Mylosar, Azacitidinum, 5-AZAC

IUPAC Name: 4-Amino-1-[(2R,3R,4S,5R)-3,4-dihydroxy-
5-(hydroxymethyl)oxolan-2-yl]-1,3,5-triazin-2-one

Molecular Formula: C8H12N4O5
Molecular Weight: 244.20468
Category: Pyrimidine nucleoside cytidine analog
Mechanism: DNA methyltransferase inhibitor, Telo-

merase inhibitor
-Target: DNA (cytosine-5)-methyltransferase 1 (DNMT1)
-Interactions: Cytidine deaminase
Effect: Antineoplastic, Antimetabolite. Methylates CpG 

residues. Methylates hemimethylated DNA. Medi-
ates transcriptional repression by direct binding to 
HDAC2

Pathogenic genes: ALDH3A1, CDKN2A, 
MGMT, PLA2R1, RRM1, TNFRSF1B

Mechanistic genes: ALDH1A1, DAPK1, 
DNMT1, DPYD, CDKN2A, MGMT, PLCB1

Metabolic genes:
Substrate: CDA, DCK, SLC28A1, SLC29A1, 

RRM1, RRM2, UCK1, UCK2
Inhibitor: CYP1A2 (weak), CYP2E1 (weak), 

DNMT1
Inducer: SULT1C2
Transporter genes: SLC5A5, SLC28A1, 

SLC29A1
Pleiotropic genes: BLK

Name: Curcumin, Diferuloylmethane, Natural yellow 
3, Turmeric yellow, Turmeric, Kacha haldi, Gelb-
wurz, Curcuma, Haldar, Souchet

IUPAC Name: (1E,6E)-1,7-bis(4-hydroxy-3-methoxyphe-
nyl)hepta-1,6-diene-3,5-dione

Molecular Formula: C21H20O6
Molecular Weight: 368.3799   
Category: Natural product (Curcuma longa)
Mechanism: Histone acetyltransferase (HAT) inhibitor
Effect: Non-steroidal anti-inflammatory agent; Anti-

neoplastic; Antioxidant; Cognitive enhancer; Color-
ing agent; Enzyme inhibitor

Pathogenic genes: BACE1, CCND1, CDH1, 
GSK3B, IL1A, IL6, JUN, MSR1, PSEN1, 
PTGS2, SNCA, SREBF1, TNF

Mechanistic genes: AKT1, PRKAs, BACE1, 
CCND1, CDH1, CDKs, CRM1, CTNNB1, 
EGF, GSK3B, HDACs, HIF1A, IL1A, IL6, 
JUN, MMPs, MSR1, NFKB1, NOS2, PDGFRs, 
PSEN1, PTGS2, SNCA, SOCS1, SOCS3, 
SREBF1, STAT3, TNF, VEGFA

Metabolic genes:
Inhibitor: CYP2C8, CYP2C9, EP300
Inducer: CYP2C8, CYP2C9, CYP2D6, CYP3A4
Transporter genes: ABCA1, SNCA
Pleiotropic genes: CTNNB1, MSR1
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(continued)

Name: Decitabine, 5-Aza-2'-deoxycytidine, Dacogen, 
Dezocitidine, 2'-Deoxy-5-azacytidine

IUPAC Name: 4-Amino-1-[(2R,4S,5R)-4-hydroxy-5- 
(hydroxymethyl)oxolan-2-yl]-1,3, 5-triazin-2-one

Molecular Formula: C8H12N4O4   
Molecular Weight: 228.20528   
Category: Nucleoside
Mechanism: DNA methyltransferase inhibitor
-Target: DNA (cytosine-5)-methyltransferase 1 

(DNMT1)
-Interactions: Deoxycytidine kinase
Effect: Antineoplastic, Antimetabolite, Enzyme inhibi-

tor, Teratogen

Pathogenic genes: BRCA1, CDKN2B, 
DNMT3A, EGFR, FOS, MGMT, MLH1, 
MMP9, MYC, NOS3, NQO1, TP53, VHL

Mechanistic genes: APAF1, BRCA1, CDKN2B, 
EGFR, ICAM1, MAGED1, MGMT, MLH1, 
MMP2, MMP9, MYC, NOS3, TIMP3, TP53, 
VHL, ZNF350.

Metabolic genes:
Substrate: DCK, DNMT1, CDA, SLC29A1
Inhibitor: DNMT1, DNMT3B
Inducer: DPYD 
Transporter genes: ABCs, SLC15s, SLC22s, 

SLC28A1, SLC29As
Pleiotropic genes: HBG1, NQO1, NTRK2, 

MMP2, MSH2
Name: Entinostat, ms-275, 209783-80-2, SNDX-275, 

MS 275, MS-27-275, SNDX 275, Histone Deacetylase 
Inhibitor I, S1053_Selleck, MS 27-275

IUPAC Name: Pyridin-3-ylmethyl N-[[4-[(2-aminophe-
nyl)carbamoyl]phenyl]methyl]carbamate

Molecular Formula: C21H20N4O3
Molecular Weight: 376.4085
Category: Benzamide
Mechanism: Class I HDAC inhibitor (HDAC1, 2, 3)
Effect: Antineoplastic agent; Histone deacetylase 

inhibitor; Memory enhancer

Pathogenic genes: CDH1
Mechanistic genes: CDH1, HDAC1, HDAC2, 

HDAC3, KLRK1
Metabolic genes:
Inhibitor: HDAC1, HDAC2, HDAC3
Inducer: CYP19A1



C
hapter 5

114

Table 5.5  (continued)  

Drug Properties Pharmacogenetics

Name: Mocetinostat, MGCD0103, 726169-73-9, MGCD-
0103, MGCD 0103, N-(2-Aminophenyl)-4-([[4-(pyri-
din-3-yl)pyrimidin-2 yl]amino]methyl)benzamide

Pathogenic genes: CDKN1A, CDKN2B, TNF
Mechanistic genes: CDKN1A, CDKN2B, 

HDAC1, HDAC2, HDAC3, HDAC11, NFKB2, 
TNF

Metabolic genes:
Inhibitor: HDAC1, HDAC2, HDAC3,HDAC11

IUPAC Name: N-(2-Aminophenyl)-4-[[(4-pyridin-3-ylpy-
rimidin-2-yl)amino]methyl] benzamide

Molecular Formula: C23H20N6O
Molecular Weight: 396.4445
Category: Benzamide
Mechanism: Class I HDAC inhibitor (HDAC1, 2, 3); 

Class IV HDAC inhibitor (HDAC11)
Effect: Antineoplastic agent; Histone deacetylase inhibitor
Name: Panobinostat, LBH-589, 404950-80-7, LBH589, 

Faridak, NVP-LBH589, LBH 589, S1030_Selleck, 
AC1OCFY8, Panobinostat (LBH589)

Pathogenic genes: CDKN1A, EGFR, IL6, 
RASSF1

Mechanistic genes: AKT1, CDKN1A, DAPK1, 
DNMT1, EGFR, HDACs, HIST3H3, HIST4H4, 
HSP90As, IL6, IL10, IL12, IL23A, NFKB2, 
RASSF1, TLR3

Metabolic genes:
Substrate: CYP2C19, CYP2D6, CYP3A4
Inhibitor: AKT1, CYP19A1 (strong), HDACs
Pleiotropic genes: IL10

IUPAC Name: (E)-N-hydroxy-3-[4-[[2-(2-methyl-1H-in-
dol-3-yl)ethylamino]methyl]phenyl] prop-2-enamide

Molecular Formula: C21H23N3O2
Molecular Weight: 349.42622
Category: Hydroxamic acid
Mechanism: Class I HDAC inhibitor (HDAC1, 2, 3, 8); 

Class IIa HDAC inhibitor (HDAC4, 5, 7, 9); Class IIb 
HDAC inhibitor (HDAC6, 10); Class IV HDAC inhibi-
tor (HDAC11); Pan-histone deacetylase inhibitor

Effect: Antineoplastic agent; Histone deacetylase 
inhibitor

Name: Pivanex, AN-9, Pivalyloxymethyl butyrate, AN 
9, 122110-53-6, BRN 4861411, ((2,2 Dimethylpropa-
noyl)oxy)methyl butanoate

Pathogenic genes: BCL2, TP53
Mechanistic genes: BAX, BCL2, BCR-ABL, 

HDACs, TP53
Metabolic genes:
Inhibitor: ABCB1, HDACs
Transporter genes: ABCB1

IUPAC Name: Butanoyloxymethyl 
2,2-dimethylpropanoate

Molecular Formula: C10H18O4
Molecular Weight: 202.24752
Category: Short-chain fatty acid
Mechanism: Class I HDAC inhibitor (HDAC1, 2, 3, 8)
Effect: Antineoplastic agent; Histone deacetylase inhibitor
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Name: Resveratrol, trans-resveratrol, 501-36-0, 
3,4',5-Trihydroxystilbene, 3,4',5-Stilbenetriol, 
3,5,4'-Trihydroxystilbene, Resvida, (E)-resveratrol

IUPAC Name: 5-[(E)-2-(4-Hydroxyphenyl)ethenyl]
benzene-1,3-diol

Molecular Formula: C14H12O3
Molecular Weight: 228.24328   
Category: Natural polyphenol
Mechanism: SIRT1 inducer/activator
Effect: Non-steroidal antiinflammatory agent; Anti-

carcinogenic; Antimutagenic; Antineoplastic; Anti-
oxidant; Platelet aggregation inhibitor; Enzyme 
inhibitor; Lifespan extension; Memory improve-
ment; Aβ decrease; Reduction of plaque formation

Pathogenic genes: BCL2, CAV1, ESR1, ESR2, 
GRIN2B, NOS3, PTGS2, TNFRSF10A, 
TNFRSF10B

Mechanistic genes: APP, ATF3, BAX, BAK1, 
BBC3, BCL2, BCL2L1, BCL2L11, BIRC5, 
CASP3, CAV1, CFTR, ESR1, ESR2, GRIN1, 
GRIN2B, HTR3A, NFKB1, NOS3, PMAIP1, 
PTGS1, PTGS2, SIRT1, SIRT3, SIRT5, SRC, 
TNFRSF10A, TNFRSF10B, TRPs

Metabolic genes:
Substrate: CYP1A1, CYP1A2, CYP1B1, 

CYP2E1, GSTP1, PTGS1, PTGS2
Inhibitor: CYP1A1, CYP1B1, CYP2C9, 

CYP2D6, CYP3A4, NQO2
Inducer: CYP1A2, SIRT1
Transporter genes: ABCC1, ABCC2, ABCC3, 

ABCC4, ABCC8, ABCG1, ABCG2, CFTR, TRPs
Name: Romidepsin, Depsipeptide, Chromadax, 

Istodax, Antibiotic FR 901228, FK228, FR 901228, 
FK-228, NSC 630176, NSC-630176

Pathogenic genes: BCL2, CCDN1, CDKN1A, 
MYC, NF2, RB1, ROS1, TNFSF10, VHL

Mechanistic genes: BCL2, CCDN1, CDKN1A, 
FLT1, HDAC1, HDAC2, HDAC3, HDAC4, 
HSP90As, KDR, MYC, NF2, TNFSF10, 
VEGFs, VHL

Metabolic genes:
Substrate: ABCB1, ABCG2, CYP1A1 (minor), 

CYP2B6 (minor), CYP2C19 (minor), CYP3A4 
(major), CYP3A5 (minor), NR1I3, SLCO1B3

Inhibitor: ABCB1, HDACs
Inducer: ABCG2
Transporter genes: ABCB1, ABCC1, ABCG2, 

SLCO1B3
Pleiotropic genes: CDH1, CDKN1A

IUPAC Name: (1S,4S,7Z,10S,16E,21R)-7-
ethylidene-4,21-di(propan-2-yl)-2-oxa-12, 
13-dithia-5,8,20,23-tetrazabicyclo[8.7.6]tricos-16-
ene-3,6,9,19, 22-pentone

Molecular Formula: C24H36N4O6S2
Molecular Weight: 540.69584
Category: Cyclic peptide
Mechanism: Class I HDAC inhibitor (HDAC1, 2, 3, 8); 

Class IIa HDAC inhibitor (HDAC4,5,7,9); Class IIb 
HDAC inhibitor (HDAC6, 10); Class IV HDAC inhibi-
tor (HDAC11)

Effect: Antibiotic; Antineoplastic agent; Histone 
deacetylase inhibitor
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Drug Properties Pharmacogenetics

Name: S-Adenosylmethionine, Ademetionine, AdoMet, 
Donamet, S-adenosyl-L-methionine, SAMe, Methi-
oninyladenylate, SAM-e, adenosylmethionine

Pathogenic genes: AKT1, ERK, GNMT, MAT1A, 
PSEN1

Mechanistic genes: AMD1, CAT, CBS, GCLC, 
GNMT, GSS, NOS2, ROS1, STAT1, TNF

Metabolic genes:
Substrate: COMT, GNMT, TPMT, SRM
Inhibitor: ABCB1, CYP2E1, NOS2
Transporter genes: SLC25A26
Pleiotropic genes: CAT, TNF

IUPAC Name: (2S)-2-Amino-4-[[(2S,3S,4R,5R)-5-(6-ami-
nopurin-9-yl)-3,4-dihydroxyoxolan-2-yl]methyl- 
methylsulfonio]butanoate

Molecular Formula: C15H22N6O5S
Molecular Weight: 398.43738
Category: Methyl radical donor
Mechanism: Histone methyltransferase inhibitor
Effect: Antineoplastic; Antiinflammatory; Memory 

enhancer;PSEN1 repressor

Name: Sodium phenylbutyrate, Buphenyl, 4-Phenylbu-
tiric acid, 4-Phenylbutanoic acid, Benzenebutanoic 
acid, Benzenebutyric acid, Butyric acid, 4-phenyl-, 
1821-12-1, gamma-Phenylbutyric acid,

Pathogenic genes: ARG1, ASS1, BCL2, CPS1, 
NAGS, OTC

Mechanistic genes: BCL2, BDNF, EDN1, 
HDACs, HSPA8, ICAM1, NFKB2, NT3, 
VCAM1

Metabolic genes:
Inhibitor: HDACs
Inducer: ARG1, CFTR, CYP2B6, NFKB2
Transporter genes: CFTR
Pleiotropic genes: ASL, BDNF, VCAM1

IUPAC Name: 4-Phenylbutanoic acid
Molecular Formula: C10H12O2
Molecular Weight: 164.20108
Category: Short-chain fatty acid
Mechanism: Class I HDAC inhibitor (HDAC1, 2, 3, 8); 

Class IIa inhibitor (HDAC4,5,7,9); Class IIb inhibitor 
(HDAC6,10)

Effect: Antineoplastic agent; Histone deacetylase 
inhibitor; Memory improvement; pTau decrease via 
GSK3β inactivation; C99 and Aβ decrease; Amyloid 
burden reduction
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Name: Suramin, Naphuride, Germanin, Naganol, 
Belganyl, Fourneau, Farma, Antrypol, Suramine, 
Naganin

Mechanistic genes: FSHR, IL10, P2RY2, PDG-
FRB, RYR1, SIRT1,SIRT2, SIRT3, SIRT5

Metabolic genes:
Inhibitor: SIRT1, SIRT2, SIRT3IUPAC Name: 8-[[4-methyl-3-[[3-[[3-[[2-methyl-5-[(4,6, 

8-trisulfonaphthalen-1-yl)carbamoyl]phenyl]carba-
moyl]phenyl] carbamoylamino]benzoyl]amino]ben-
zoyl]amino]naphthalene-1,3,5-trisulfonic acid

Molecular Formula: C51H40N6O23S6
Molecular Weight: 1297.2797 
Category: Polyanionic compound
Mechanism: Class III HDAC/Sirtuin inhibitor (SIRT1-3)
Effect: Antineoplastic Agent; Trypanocidal Agent; Anti-

parasitic; Antinematodal (African trypanosomiasis, 
Onchocerca); Sirtuin inhibitor

Name: Trichostatin A, 58880-19-6, TSA, Trichostatin 
A (TSA), CHEBI:46024, TSA; 2,4-Heptadienamide, 
7-(4-(dimethylamino)phenyl)-N-hydroxy-4,6-di-
methyl-7-oxo-7-(4-(Dimethylamino)phenyl)-N-hy-
droxy-4,6-dimethyl-7-oxo-2,4-heptadienamide; 
[R-(E,E)]-7-[4-(Dimethylamino)phenyl]-N-hydroxy-
4,6-dimethyl-7-oxo-2,4-heptadienamide

Pathogenic genes: BCL2
Mechanistic genes: BCL2, HDACs, IL8, 

IL12A,IL12B, NFKB2, RARB
Metabolic genes:
Substrate: CYP3A4 (mayor)
Inhibitor: HDACs
Inducer: CYP1A1, CYP1B1, CYP2B6, CYP2E1, 

CYP7A1, SLC19A3
Transporter genes: SLC19A3

IUPAC Name: (2E,4E,6R)-7-[4-(dimethylamino)
phenyl]-N-hydroxy-4,6-dimethyl-7-oxohepta-2,4-di-
enamide

Molecular Formula: C17H22N2O3
Molecular Weight: 302.36818
Category: Hydroxamic acid
Mechanism: Class I HDAC inhibitor (HDAC1, 2, 3); 

Class IIa HDAC inhibitor (HDAC4, 7, 9); Class IIb 
inhibitor (HDAC6)

Effect: Antifungal agent; Antibacterial agent; Histone 
deacetylase inhibitor; Protein synthesis inhibitor; 
Antineoplastic; Memory improvement; Rescue of 
CA3-CA1 LTP in APP/PS1 transgenic models
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Drug Properties Pharmacogenetics

Name: Valproic Acid, 2-Propylpentanoic acid, Depa-
kene, Depakine, Ergenyl, Dipropylacetic acid, Myl-
proin, Convulex, Myproic Acid

IUPAC Name: 2-Propylpentanoic acid
Molecular Formula: C8H16O2
Molecular Weight: 144.21144
Category: Short-chain fatty acid
Mechanism: Class I HDAC inhibitor (HDAC1, 2, 3, 8)
Effect: Anticonvulsant; Mood stabilizer; Antimanic 

agent; Enzyme inhibitor; Histone deacetylase inhib-
itor; GABA modulator; Memory improvement; Aβ 
and pTau decrease; CDK5 inactivation

Pathogenic genes: CREB1, IL6, LEP, SCN2A, 
TGFB1, TNF, TRNK

Mechanistic genes: ABAT, CDK5, GSK3B, 
HDAC1, HDAC2, HDAC3, HDAC8, HDAC9, 
LEP, LEPR, SCNs, SMN2

Metabolic genes:
Substrate: ABCB1, CYP1A1 (minor), CYP2A6 

(major), CYP2B6 (minor), CYP2C9 (major), 
CYP2C19 (minor), CYP2E1 (minor), CYP3A4 
(minor), CYP4B1 (major), CYP4F2 (minor), 
UGT1A4, UGT1A6, UGT1A8, UGT1A9, 
UGT1A10, UGT2B7

Inhibitor: ABCB1, ACADSB, AKR1A1, CYP2A6 
(moderate), CYP2C9 (strong), CYP2C19 
(moderate), CYP2D6 (weak), CYP3A4 (mod-
erate), HDAC1, HDAC2, HDAC3, HDAC8, 
HDAC9, UGT1A9, UGT2B1, UGT2B7

Inducer: ABCB1, AKR1C4, CASR, CYP2A6, 
CYP2B6, CYP3A4, CYP7A1, MAOA, NR1I2, 
SLC5A5, SLC6A2, SLC12A3, SLC22A16

Transporter genes: ABCB1, ABCC2, ABCG1, 
ABCG2, SCNs, SLC5A5, SLC6A2, SLC12A3, 
SLC22A16

Pleiotropic genes: ABL2, AGPAT2, ASL, ASS1, 
CDK4, CHRNA1, COL1A1, CPS1, CPT1A, 
DRD4, FMR1, FOS, HBB, HFE, HLA-A, HLA-
B, ICAM1, IFNG, IL6, IL10, LEPR, NAGS, 
NR3C1, OTC, PTGES, STAT3, TGFB1, TNF, 
TP53.
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Name: Vorinostat, Suberoylanilide hydroxamic acid 
(SAHA), Zolinza, Suberanilohydroxamic acid, 
149647-78-9, N-hydroxy-N'-phenyloctanediamide, 
SAHA cpd

IUPAC Name: N'-Hydroxy-N-phenyloctanediamide
Molecular Formula: C14H20N2O3
Molecular Weight: 264.3202
Category: Hydroxamic acid
Mechanism: Class I HDAC inhibitor (HDAC1, 2, 3, 8)

Class IIb inhibitor (HDAC6)
Effect: Antineoplastic, Memory improvement

Pathogenic genes: BIRC3, CCND1, CDKN1A, 
CFLAR, CYP19A1, ERBB2, ERBB3, EGFR, 
RB1, TP53, TNF

Mechanistic genes: CDKN1A, EGFR, ERBB2, 
ERBB3, STATs, TYMS, VEGFs

Metabolic genes:
Substrate: CYP2A6 (minor), CYP2C9 (minor), 

CYP2C19 (major), CYP2D6 (minor), CYP3A4 
(major)

Inhibitor: HDAC1, HDAC2, HDAC3, HDAC6
Inducer: CYP1A1, CYP1A2, CYP1B1
Pleiotropic genes: ALPs, TNF, TYMS

a ABAT: 4-aminobutyrate aminotransferase; ABCA1: ATP-binding cassette, sub-family A (ABC1), member 1; ABCB1: ATP-binding cassette, sub-family B 
(MDR/TAP), member 1; ABCC1: ATP-binding cassette, sub-family C (CFTR/MRP), member 1; ABCC2: ATP-binding cassette, sub-family C (CFTR/MRP), 
member 2; ABCC3: ATP-binding cassette, sub-family C (CFTR/MRP), member 3; ABCC4: ATP-binding cassette, sub-family C (CFTR/MRP), member 4; 
ABCC8: ATP-binding cassette, sub-family C (CFTR/MRP), member 8; ABCG1: ATP-binding cassette, sub-family G (WHITE), member 1; ABCG2: ATP-binding 
cassette, sub-family G (WHITE), member 2 (Junior blood group); ABCs: ATP-binding cassette family; ABL2: ABL proto-oncogene 2, non-receptor tyrosine 
kinase; ACADSB: acyl-CoA dehydrogenase, short/branched chain; AGPAT2: 1-acylglycerol-3-phosphate O-acyltransferase 2; AKR1A1: aldo-keto reductase 
family 1, member A1 (aldehyde reductase); AKR1C4: aldo-keto reductase family 1, member C4; AKT1: v-akt murine thymoma viral oncogene homolog 1; 
ALDH1A1: aldehyde dehydrogenase 1 family, member A1; ALDH3A1: aldehyde dehydrogenase 3 family, member A1; ALPs: alkaline phosphatases; AMD1: 
adenosylmethionine decarboxylase 1; APAF1: apoptotic peptidase activating factor 1; APP: amyloid beta (A4) precursor protein; ARG1: arginase 1; ASL: 
argininosuccinate lyase; ASS1: argininosuccinate synthase 1; ATF3: activating transcription factor 3; BACE1: beta-site APP-cleaving enzyme 1; BAK1: 
BCL2-antagonist/killer 1; BAX: BCL2-associated X protein; BBC3: BCL2 binding component 3; BCL2: B-cell CLL/lymphoma 2; BCL2L1: BCL2-like 1; 
BCL2L11: BCL2-like 11 (apoptosis facilitator); BCR-ABL: BCR-ABL tyrosine kinase fusion; BDNF: brain-derived neurotrophic factor; BIRC3: baculoviral IAP 
repeat containing 3; BIRC5: baculoviral IAP repeat containing 5; BLK: BLK proto-oncogene, Src family tyrosine kinase; BRCA1: breast cancer 1, early onset; 
CASP3: caspase 3, apoptosis-related cysteine peptidase; CASR: calcium-sensing receptor; CAT: catalase; CAV1: caveolin 1, caveolae protein, 22kDa; CBS: 
cystathionine-beta-synthase; CCDN1: cyclin D1; CDA : cytidine deaminase; CDH1: cadherin 1, type 1; CDK4: cyclin-dependent kinase 4; CDK5: cyclin-de-
pendent kinase 5; CDKN1A: cyclin-dependent kinase inhibitor 1A (p21, Cip1); CDKN2A: cyclin-dependent kinase inhibitor 2A; CDKN2B: cyclin-dependent 
kinase inhibitor 2B (p15, inhibits CDK4); CDKs: cyclin-dependent kinases; CFLAR: CASP8 and FADD-like apoptosis regulator; CFTR: cystic fibrosis trans-
membrane conductance regulator (ATP-binding cassette sub-family C, member 7); CHRNA1: cholinergic receptor, nicotinic, alpha 1 (muscle); COL1A1: 
collagen, type I, alpha 1; COMT: catechol-O-methyltransferase; CPS1: carbamoyl-phosphate synthase 1, mitochondrial; CPT1A: carnitine palmitoyltrans-
ferase 1A (liver); CREB1: cAMP responsive element binding protein 1; CTNNB1: catenin (cadherin-associated protein), beta 1, 88kDa; CYP19A1: 
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cytochrome P450, family 19, subfamily A, polypeptide 1; CYP1A1: cytochrome P450, family 1, subfamily A, polypeptide 1; CYP1A2: cytochrome P450, fam-
ily 1, subfamily A, polypeptide 2; CYP1B1: cytochrome P450, family 1, subfamily B, polypeptide 1; CYP2A6: cytochrome P450, family 2, subfamily A, poly-
peptide 6; CYP2C19: cytochrome P450, family 2, subfamily C, polypeptide 19; CYP2C8: cytochrome P450, family 2, subfamily C, polypeptide 8; CYP2C9: 
cytochrome P450, family 2, subfamily C, polypeptide 9; CYP2D6: cytochrome P450, family 2, subfamily D, polypeptide 6; CYP2E1: cytochrome P450, family 
2, subfamily E, polypeptide 1; CYP3A4: cytochrome P450, family 3, subfamily A, polypeptide 4; CYP3A5: cytochrome P450, family 3, subfamily A, polypep-
tide 5; CYP4B1: cytochrome P450, family 4, subfamily B, polypeptide 1; CYP4F2: cytochrome P450, family 4, subfamily F, polypeptide 2; CYP7A1: cyto-
chrome P450, family 7, subfamily A, polypeptide 1; DAPK1: death-associated protein kinase 1; DCK: deoxycytidine kinase; DNMT1: DNA 
(cytosine-5-)-methyltransferase 1; DNMT3A: DNA (cytosine-5-)-methyltransferase 3 alpha; DNMT3B: DNA (cytosine-5-)-methyltransferase 3 beta; DPYD: 
dihydropyrimidine dehydrogenase; DRD4: dopamine receptor D4; EDN1: endothelin 1; EGF: epidermal growth factor; EGFR: epidermal growth factor 
receptor; EP300: E1A binding protein p300; ERBB2: erb-b2 receptor tyrosine kinase 2; ERBB3: erb-b2 receptor tyrosine kinase 3; ERK: elk-related tyrosine 
kinase; ESR1: estrogen receptor 1; ESR2: estrogen receptor 2 (ER beta); FLT1: fms-related tyrosine kinase 1; FMR1: fragile X mental retardation 1; FOS: FBJ 
osteosarcoma oncogene; FSHR: follicle stimulating hormone receptor; GCLC: glutamate-cysteine ligase, catalytic subunit; GNMT: glycine N-methyltrans-
ferase; GRIN1: glutamate receptor, ionotropic, N-methyl D-aspartate 1; GRIN2B: glutamate receptor, ionotropic, N-methyl D-aspartate 2B; GSK3B: glyco-
gen synthase kinase 3 beta; GSS: glutathione synthetase; GSTP1: glutathione S-transferase pi 1; HBB: hemoglobin, beta; HBG1: hemoglobin, gamma A; 
HDAC1: histone deacetylase 1; HDAC11: histone deacetylase 11; HDAC2: histone deacetylase 2; HDAC3: histone deacetylase 3; HDAC4: histone deacetylase 
4; HDAC6: histone deacetylase 6; HDAC8: histone deacetylase 8; HDAC9: histone deacetylase 9; HDACs: histone deacetylases; HFE: hemochromatosis; 
HIF1A: hypoxia inducible factor 1, alpha subunit (basic helix-loop-helix transcription factor); HIST3H3: histone cluster 3, H3; HIST4H4: histone cluster 4, 
H4; HLA-A : major histocompatibility complex, class I, A; HLA-B: major histocompatibility complex, class I, B; HSP90As: heat shock protein 90kDa alpha 
(cytosolic), class A; HSPA8: heat shock 70kDa protein 8; HTR3A: 5-hydroxytryptamine (serotonin) receptor 3A, ionotropic; ICAM1: intercellular adhesion 
molecule 1; IFNG: interferon, gamma; IL10: interleukin 10; IL12: interleukin 12; IL12A: interleukin 12A; IL12B: interleukin 12B; IL1A: interleukin 1, alpha; 
IL23A: interleukin 23, alpha subunit p19; IL6: interleukin 6; IL8: interleukin 8; JUN: jun proto-oncogene; KDR: kinase insert domain receptor; KLRK1: 
killer cell lectin-like receptor subfamily K, member 1; LEP: leptin; LEPR: leptin receptor; MAGED1: melanoma antigen family D1; MAOA: monoamine oxi-
dase A; MAT1A: methionine adenosyltransferase I, alpha; MGMT: O-6-methylguanine-DNA methyltransferase; MLH1: mutL homolog 1; MMP2: matrix 
metallopeptidase 2; MMP9: matrix metallopeptidase 9; MMPs: matrix metallopeptidases; MSH2: mutS homolog 2; MSR1: macrophage scavenger receptor 
1; MYC: v-myc avian myelocytomatosis viral oncogene homolog; NAGS: N-acetylglutamate synthase; NF2: neurofibromin 2 (merlin); NFKB1: nuclear factor 
of kappa light polypeptide gene enhancer in B-cells 1; NFKB2: nuclear factor of kappa light polypeptide gene enhancer in B-cells 2 (p49/p100); NOS2: 
nitric oxide synthase 2, inducible; NOS3: nitric oxide synthase 3 (endothelial cell); NQO1: NAD(P)H dehydrogenase, quinone 1; NQO2: NAD(P)H dehydro-
genase, quinone 2; NR1I2: nuclear receptor subfamily 1, group I, member 2; NR1I3: nuclear receptor subfamily 1, group I, member 3; NR3C1: nuclear 
receptor subfamily 3, group C, member 1 (glucocorticoid receptor); NT3: 3'-nucleotidase; NTRK2: neurotrophic tyrosine kinase, receptor, type 2; OTC: 
ornithine carbamoyltransferase; P2RY2: purinergic receptor P2Y, G-protein coupled, 2; PDGFRB: platelet-derived growth factor receptor, beta polypeptide; 
PDGFRs: platelet-derived growth factor receptors; PLA2R1: phospholipase A2 receptor 1, 180kDa; PLCB1: phospholipase C, beta 1 (phosphoinositide-spe-
cific); PMAIP1: phorbol-12-myristate-13-acetate-induced protein 1; PRKAs: protein kinase family, AMP-activated; PSEN1: presenilin 1; PTGES: prostaglan-
din E synthase; PTGS1: prostaglandin-endoperoxide synthase 1 (prostaglandin G/H synthase and cyclooxygenase); PTGS2: prostaglandin-endoperoxide 
synthase 2 (prostaglandin G/H synthase and cyclooxygenase); RARB: retinoic acid receptor, beta; RASSF1: Ras association (RalGDS/AF-6) domain family 
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member 1; RB1: retinoblastoma 1; RRM1: ribonucleotide reductase M1; ROS1: ROS proto-oncogene 1 , receptor tyrosine kinase; RRM1: ribonucleotide 
reductase M1; RRM2: ribonucleotide reductase M2; RYR1: ryanodine receptor 1 (skeletal); SCN2A: sodium channel, voltage gated, type II alpha subunit; 
SCNs: sodium channel family; SIRT1: sirtuin 1; SIRT2: sirtuin 2; SIRT3: sirtuin 3; SIRT5: sirtuin 5; SLC12A3: solute carrier family 12 (sodium/chloride 
transporter), member 3; SLC15s: solute carrier family 15; SLC19A3: solute carrier family 19 (thiamine transporter), member 3; SLC19A3: solute carrier fam-
ily 19 (thiamine transporter), member 3; SLC22A16: solute carrier family 22 (organic cation/carnitine transporter), member 16; SLC22s: solute carrier fam-
ily 22; SLC25A26: solute carrier family 25 (S-adenosylmethionine carrier), member 26; SLC28A1: solute carrier family 28 (concentrative nucleoside 
transporter), member 1; SLC29A1: solute carrier family 29 (equilibrative nucleoside transporter), member 1; SLC29As: solute carrier family 29; SLC5A5: 
solute carrier family 5 (sodium/iodide cotransporter), member 5; SLC6A2: solute carrier family 6 (neurotransmitter transporter), member 2; SLCO1B3: sol-
ute carrier organic anion transporter family, member 1B3; SMN2: survival of motor neuron 2, centromeric; SNCA: synuclein, alpha (non A4 component of 
amyloid precursor; SOCS1: suppressor of cytokine signaling 1; SOCS3: suppressor of cytokine signaling 3; SRC: SRC proto-oncogene, non-receptor tyro-
sine kinase; SREBF1: sterol regulatory element binding transcription factor 1; SRM: spermidine synthase; STAT1: signal transducer and activator of tran-
scription 1, 91kDa; STAT3: signal transducer and activator of transcription 3 (acute-phase response factor); STATs: signal transducer and activator of 
transcription family; SULT1C2: sulfotransferase family, cytosolic, 1C, member 2; TGFB1: transforming growth factor, beta 1; TIMP3: TIMP metallopepti-
dase inhibitor 3; TLR3: toll-like receptor 3; TNF: tumor necrosis factor; TNFRSF10A: tumor necrosis factor receptor superfamily, member 10a; TNFRSF10B: 
tumor necrosis factor receptor superfamily, member 10b; TNFRSF1B: tumor necrosis factor receptor superfamily, member 1B; TNFSF10: tumor necrosis 
factor (ligand) superfamily, member 10; TP53: tumor protein p53; TPMT: thiopurine S-methyltransferase; TRNK: mitochondrially encoded tRNA lysine; 
TRPs: transient receptor potential cation channels; TYMS: thymidylate synthetase; UCK1: uridine-cytidine kinase 1; UCK2: uridine-cytidine kinase 2; 
UGT1A10: UDP glucuronosyltransferase 1 family, polypeptide A10; UGT1A4: UDP glucuronosyltransferase 1 family, polypeptide A4; UGT1A6: UDP glucu-
ronosyltransferase 1 family, polypeptide A6; UGT1A8: UDP glucuronosyltransferase 1 family, polypeptide A8; UGT1A9: UDP glucuronosyltransferase 1 fam-
ily, polypeptide A9; UGT2B1: UDP glucuronosyltransferase 1 family, polypeptide B1; UGT2B7: UDP glucuronosyltransferase 2 family, polypeptide B7; 
VCAM1: vascular cell adhesion molecule 1; VEGFA: vascular endothelial growth factor A; VEGFs: vascular endothelial growth factor family; VHL: von Hip-
pel-Lindau tumor suppressor, E3 ubiquitin protein ligase; ZNF350: zinc finger protein 350.
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rate: 0.4%;  failure: 99.6%).185 During the past 15 years no new drugs have 
been approved for the treatment of AD and the available drugs are not 
cost-effective.186 Therefore, the pharmacogenetics of AD is very limited, 
circumscribed to cholinesterase inhibitors and memantine (Table 5.1), 
remaining stuck in a primitive stage of underdevelopment due to the lack 
of novel therapeutic options. Although many studies on the pharmacoge-
netics of AD have been published since the early 2000s,64,65 many of them 
are redundant and contradictory, focusing mainly on the APOE gene and, 
to a lesser extent, on some CYP family genes and other minor genes.63 In 
this context, several considerations are pertinent regarding further steps 
to be followed in order to achieve a more mature profile of AD pharma-
cogenomics: (i) a better characterization of the roles played in drug effi-
cacy and safety by genes involved in the pharmacogenomic network is 
necessary; (ii) since most genes are under the influence of the epigenetic 
machinery, pharmacoepigenomics is becoming an attractive field that 
deserves special attention; (iii) drug–drug interactions represent a prob-
lematic issue in over 80% of AD patients; (iv) since the neurodegenera-
tive process underlying AD neuropathology starts 20–30 years before the 
onset of the disease, novel therapeutics should be addressed to prevent 
premature neuronal death; (v) specific biomarkers for AD are necessary in 
3 different contexts: predictive markers before disease onset, early diag-
nosis in initial stages, and drug monitoring (in both preventive and/or 
therapeutic strategies); and (vi) physicians should be aware of the useful-
ness of pharmacogenomics to prescribe more accurately, avoid adverse 
reactions and optimize the limited therapeutic resources available for the 
treatment of dementia.8,187

During the past 10 years, over 1000 different compounds have been stud-
ied as potential candidate drugs for the treatment of AD.9,11,18,188 About 50% 
of these substances are novel molecules obtained from natural sources.9,11 
The candidate compounds can be classified according to their pharmaco-
logical properties and/or the AD-related pathogenic cascade to which they 
are addressed to halt disease progression. In addition to the FDA-approved 
drugs since 1993 (tacrine, donepezil, rivastigmine, galantamine, meman-
tine) (Table 5.1), most candidate strategies fall into 6 major categories: 
(i) novel cholinesterase inhibitors and neurotransmitter regulators, (ii) 
anti-Aβ treatments (APP regulators, Aβ breakers, active and passive immu-
notherapy with vaccines and antibodies, β- and γ-secretase inhibitors or 
modulators), (iii) anti-tau treatments, (iv) pleiotropic products (most of 
them of natural origin), (v) epigenetic intervention, and (vi) combination 
therapies.8,9,11,18

In more global terms, prospections of diverse natural sources (vegetal, 
marine, animal) have allowed the identification and characterization of 
novel bioproducts with potential utility in the prevention and treatment of 
a vast array of age-related pathological phenotypes and NDDs as well. 
Prototypal examples of these biotechnological products are LipoFishins  
and Atremorine.23
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5.6.1   LipoFishins
LipoFishins (LFs) are a new class of lipoproteins derived from the muscle of 
different fish species. Examples of LPs obtained from biomarine sources by 
means of non-denaturing biotechnological procedures include the following: 
E-JUR-94013 (DefenVid®), E-CAB-94011 (CabyMar®), E-Congerine-10423 
(AntiGan®), E-SAR-94010 (LipoEsar®), and E-MHK-0103 (MineraXin®).189–194 
Most effects of these novel bioproducts are genotype-dependent, showing 
specific nutrigenomic and pharmacogenomic profiles.10,11,195

E-CAB-94011 is an LF obtained from the muscle of the species Scombrus 
scombrus, with anti-oxidant, anti-inflammatory, and bio-energizing proper-
ties, with potential utility in several medical conditions (anemia, debilitating 
disorders, alterations in growth and development, ROS generation, NDDs).191

E-Congerine-10423 is an LP extracted from muscular structures of the spe-
cies Conger conger. This compound displays a powerful anti-tumoral effect in 
many different tumor cell-lines, with specific effects in colon cancer, ulcer-
ative colitis, and Crohn’s disease.194

E-MHK-0103 is an atypical LP derived from the Atlantic mollusc Mytillus 
galloprovincialis cultivated on the Atlantic coast of Galicia (Spain). This bio-
product regulates hypothalamus-pituitary hormones, influences growth and 
development, protects against menopause-related biological decline, and 
modulates bone metabolism, acting as a powerful anti-osteoporotic agent.196

5.6.1.1  E-SAR-94010 (LipoEsar®)
E-SAR-94010 (Sardilipin, LipoEsar®, LipoSea®) is an LP obtained from the 
species Sardina pilchardus.189 The main chemical compounds of LipoEsar® 
are lipoproteins (60–80%) whose micelle structure probably mimics that 
of physiological lipoproteins involved in lipid metabolism. In preclinical 
studies, sardilipin has been shown to be effective in: (i) reducing blood cho-
lesterol (CHO), triglyceride (TG), uric acid (UA), and glucose (Glu) levels, as 
well as liver alanine aminotransferase (ALT), and aspartate aminotransfer-
ase (AST) activity; (ii) enhancing immunological function by regulating both 
lymphocyte and microglia activity; (iii) inducing antioxidant effects medi-
ated by superoxide dismutase activity; and (iv) improving cognitive func-
tion.190 This LP shows a powerful effect in the regulation of lipid metabolism, 
especially by reducing total-cholesterol and LDL-cholesterol levels in cases 
of dyslipidemia or hypercholesterolemia, and also acting as an effective co- 
adjuvant of statins (Figure 5.9). E-SAR is effective in liver steatosis and in cases 
of primary or secondary transaminitis. It is also a strong anti-atherogenic 
agent, reducing the size of atheroma plaques in systemic atherosclerosis. 
E-SAR has shown cognitive-enhancing properties in hypercholesterolemic 
patients with AD. The therapeutic response of patients with dyslipidemia to 
sardilipin is APOE-related. The best responders are patients with APOE-3/3> 
APOE-3/4>APOE-4/4. Patients with the other APOE genotypes (2/2, 2/3, 2/4) 
do not show any hypolipemic response to this novel compound. In patients 
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with dementia, the effects of sardilipin are very similar to those observed in 
patients with chronic dyslipidemia, suggesting that the lipid-lowering prop-
erties of sardilipin are APOE-dependent.5,10,11,23,189,190,195

5.6.1.2  E-JUR-94013 (DefenVid®)
E-JUR-94013 (DefenVid®) is an LF derived from the fish Trachurus trachurus, 
with anti-inflammatory activity and powerful immune-enhancing properties 
in cases of immunodeficiency, microbial infections and/or diseases in which 
there is a functional compromise of the immune system.191–193 We investi-
gated the effects of 1-month treatment with DefenVid (750 mg day−1) in a 
group of 1149 patients with CNS disorders (mean age = 49.94 ± 22.06 years, 
range: 1–98 years; 621 females: age = 51.71 ± 20.90 years, range: 2–98 years; 
528 males: age = 47.87 ± 23.19 years, range: 1–89 years). DefenVid signifi-
cantly modified white blood cell (WBC) numbers in a differential fashion, 
decreasing neutrophils (p < 0.02), increasing lymphocytes (p < 0.02), mono-
cytes (p < 0.02), and eosinophils (p < 0.05), and not affecting basophils (Fig-
ures 5.10 and 5.11). The effect of DefenVid is immunomodulatory due to 
the fact that in cases with high WBC numbers the general tendency is to 
reduce the excess of WBC, whereas in cases with low levels of WBC DefenVid 
tends to increase WBC, approaching normal levels (Figures 5.10 and 5.11). 

Figure 5.9    Gender-, APOE-, CYP2D6-, and CYP3A4/5-related effects of Lipo 
Esar + Atorvastatin on blood cholesterol levels in patients with 
hypercholesterolemia.



Figure 5.10    Effect of DefenVid on white blood cell number in the Spanish popu-
lation. Neu: Neutrophils; LYM: Lymphocytes; Mon: Monocytes; EOS: 
Eosinophils; Bas: Basophils; B: Basal; T: Treatment (DefenVid: 750 mg 
day−1 for 1 month).

Figure 5.11    Differential effect of DefenVid on white blood cells in the Spanish pop-
ulation. DefenVid: 750 mg day−1 for 1 month.
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This immunomodulatory effect of DefenVid is influenced, in part, by SNP 
variation associated at least with the IL1B, IL6, and TNF genes (Figure 5.12), 
classically involved in neuroimmune regulation and inflammatory reactions. 
In a subset of patients with immunodeficient phenotypes, we observed that 
DefenVid reduced blood cholesterol levels in over 60% of the cases (Figure 
5.13), similarly to LipoEsar in dyslipidemic patients (Figure 5.9). A differ-
ential pattern of cholesterol response to DefenVid was also associated with 
the IL1B-T3954C, IL6-G174C, IL6R-A1510C, and TNFA-G308A variants (Figure 
5.14), which are involved in inflammatory reactions associated with athero-
genesis. These data, together with those reported on the APOE-dependent 
anti-atherogenic effect of LipoEsar,195 suggest that this class of LFs might be 
useful to prevent arteriosclerosis and vascular risk, either peripheral or cen-
tral, in the hypercholesterolemic population and in NDDs.10,11

5.6.2   Atremorine (E-PodoFavalin-15999)
E-PodoFavalin-15999 (Atremorine®) is a novel biopharmaceutical com-
pound, obtained from structural components of Vicia faba L. by means 
of non-denaturing biotechnological processes, for the prevention and 

Figure 5.12    IL1B-, IL6-, and TNFA-related leukocyte variation after one-month 
treatment with DefenVid in the Spanish population.
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Figure 5.13    Effect of DefenVid on blood cholesterol levels in a sub-set of healthy 
subjects.

Figure 5.14    IL1B-, IL6-, IL6R-, and TNFA-related blood cholesterol variation in  
subjects treated with DefenVid (750 mg day−1) for one month.
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treatment of Parkinson’s disease (PD) (Patent ID EP16382138.2). In vitro 
studies revealed that Atremorine is a powerful neuroprotectant in: (i) cell 
cultures of human neuroblastoma SH-SY5Y cells; (ii) hippocampal slices 
in conditions of oxygen and glucose deprivation; and (iii) striatal slices 
under conditions of neurotoxicity induced by 6-OHDA. In vivo studies 
showed that Atremorine: (i) protects against 1-methyl-4-phenyl-1,2,3,6-tet-
rahydropyridine (MPTP)-induced dopaminergic neurodegeneration; (ii) 
inhibits MPTP-induced microglia activation and neurotoxicity in substantia  
nigra; and (iii) improves motor function in mice with MPTP-induced 
neurodegeneration.

Clinical studies have been performed in 3 groups of patients: (i) NP: 
drug-free patients with PD; (iii) AP: Parkinsonian patients chronically 
treated with l-Dopa; and (iii) MX: a heterogeneous sample of patients with 
Parkinsonian disorders. 30–60 min. after a single dose (5 g) of Atremorine, 
plasma levels of dopamine increased from 16.71 ± 14.38 pg mL−1 to 2286 ± 
4218 pg mL−1 (p < 0.001) in NP, from 4149 ± 7062 pg mL−1 to 13 539 ± 12 408 
pg mL−1 (p < 0.001) in AP, and from 860 ± 3445 pg mL−1 to 4583 ± 8084 pg 
mL−1 (p < 0.001) in MX patients, with a parallel clinical improvement lasting 
for 3–6 hours (Figure 5.15). Atremorine administration also increased the 
plasma levels of noradrenaline in NP (p < 0.008) and MX (p < 0.04). Atremo-
rine decreased prolactin levels in NP and MX, and GH levels in NP and MX. 
Pharmacogenetic studies indicate that the therapeutic response induced 
by Atremorine in PD is associated with the pharmacogenetic profile of each 
patient.

The data obtained in basic and clinical studies with Atremorine in PD sug-
gest that this novel compound might be useful for prevention and treatment 
of dopamine-related movement disorders and neurodegeneration.

Figure 5.15    Atremorine-induced blood dopamine changes in Parkinsonian 
patients (i) with no previous treatment, (ii) chronically treated with 
l-Dopa, and (iii) and all patients pooled together. N = 92. Atremorine: 
5 g (single dose, p.o.). Time: 30 min. after treatment.
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5.7   Future Trends for the Management of  
Age-Related NDDs

Most CNS disorders are clinical entities which, in many instances, share some 
common features: (i) pathogenically, they are complex disorders in which 
a plethora of plural events (genomic defects, epigenetic aberrations, mito-
chondrial dysfunction, environmental factors) is potentially involved; (ii) 
many of them, especially those with a late onset, are characterized by intra-
cellular and/or extracellular deposits of abnormal proteins; (iii) their diag-
nosis is difficult because they lack specific biomarkers (and their prediction 
is almost impossible); (iv) their treatment is symptomatic (not anti-patho-
genic) and not cost-effective; and (v) the vast majority represent chronic ail-
ments with progressive deterioration and bad prognosis.11 The concept of 
epigenetics, introduced by Conrad Waddington in 1942, and its spectacular 
evolution, from a biotechnological perspective, has been of great help for 
the past 10 years in the understanding of gene regulation and expression 
(functional genomics), neurogenomics, and pathogenetics of CNS disorders 
(Figure 5.1).13–16,141,153,197,198

Gene expression and protein function experience profound modifications 
throughout the life span. It is likely that the frontier between health and dis-
ease is not only associated with specific SNP variability and epigenetic aber-
rations (in conjunction with environmental risks) but also with a salutary/
pathogenic threshold of transformed protein accumulation in critical cells 
(especially in neurons). Over the past decade, progress in epigenetics and 
proteomics has helped to understand many aspects of pathogenic phenom-
ena which had remained obscure or unaffordable to our technical capabil-
ities for the assessment of genomic dysfunction, epigenetic dysregulation, 
and abnormal protein expression. Transcription errors represent a molecular 
mechanism by which cells can acquire disease phenotypes. The error rate of 
transcription increases as cells age, suggesting that transcription errors affect 
proteostasis, particularly in aging cells. Accordingly, transcription errors 
accelerate the aggregation of peptides and shorten the lifespan of cells.199

Novel methodologies have allowed us to configure new pathogenic hypoth-
eses for a better understanding of brain disorders. In this endeavor, epi-
genetics and proteomics have been of great benefit. Epigenetic studies have 
revealed the important role that epigenetic modifications have on brain devel-
opment and maturation, synaptic plasticity, brain sex differences, neurode-
velopment and imprinting disorders, mental disorders, neurodegeneration, 
and the new field of epigenetic Mendelian disorders.144 Structural genomic 
defects cannot explain in full the pathogenesis of CNS disorders. Many old 
concepts related to the pathogenesis of CNS disorders should be eliminated. 
Parkinson’s disease is not the result of a single deficiency in dopamine;  
Alzheimer’s disease is not the consequence of a cholinergic deficit; however, the 
basic principles for the development of the currently most-prescribed drugs 
for both disorders rely on a single neurotransmitter defect (enhancement 
of dopamine neurotransmission in Parkinson’s disease, and potentiation 
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of cholinergic transmission with acetylcholinesterase inhibitors in Alzhei-
mer’s disease). These old-fashioned pathogenic concepts are completely 
out-of-date, and the new conceptions on NDDs are based on the pathogenic 
cascade represented by genomic-epigenomic-transcriptomic-proteomic- 
metabolomic disturbances leading to a specific phenotype, which in the 
future will require a personalized therapeutic intervention (pharmacogenomics, 
pharmacoepigenomics) for phenotype disease modification (Figure 5.1). As 
pointed out by Riley et al.,200 systems analysis is believed to help deconvo-
lute complex biological responses involving hundreds or thousands of genes 
assayed by OMICs methods. Although systems-style approaches have been 
applied to CNS tissues, most studies have used simple functional overview 
approaches resulting in the identification of differentially expressed genes 
or pathways. While these approaches expanded our understanding of disease- 
related changes, they are not able to elucidate the complex interconnectivity 
of the biological and pathological processes present within diseased tissue. 
These approaches are “low resolution” descriptive methods with limited 
projection in terms of clarifying molecular pathogenesis, experimental follow- 
up, and clinical application.

Global protein profiling by mass spectrometry-based proteomics has 
evolved as a new hypothesis-free avenue to optimally unravel new candidate 
protein biomarkers involved in different CNS disorders. Technological devel-
opments and improvement of sensitivity, specificity and speed of different 
proteomic approaches have facilitated the discovery of an enormous number 
of biomarker candidates; however, most biomarkers have not yet been vali-
dated, which limits their application in clinical practice. The correct interpre-
tation of thousands of data derived from proteomic and epigenomic analysis 
is an additional problem for the practical implementation of biomarkers in 
the clinical setting.201 Novel neuroproteomic tools and powerful bioinfor-
matic resources are needed to accelerate the incorporation of proteomic and 
epigenomic analysis to the diagnostic process.202–204

Another important field, to whose expansion epigenetics and proteomics 
are contributing, is drug development. Epigenetic drugs are becoming a fash-
ion15,16,205 and some of them have been approved by the FDA in recent years for the 
treatment of cancer.206 However, most epigenetic drugs are pleiotropic and are 
not devoid of toxicity and biodynamic complications (e.g. brain penetration).16

The effects of drugs (pharmacokinetics and pharmacodynamics) and their 
therapeutic outcome in the treatment of a given disease are the result of a 
network of metabolomic events (genomics-epigenomics-transcriptomics- 
proteomics) associated with the binomial interaction of a chemical or biologi-
cal molecule with a living organism. The clusters of genes currently involved 
in a pharmacogenomic process include pathogenic, mechanistic, metabolic, 
transporter, and pleiotropic genes.11 In practice, the expression of these genes 
is potentially modifiable (transcriptionally and/or post-transcriptionally) by 
epigenetic mechanisms that may alter: (i) pathogenic events; (ii) receptor–
drug interactions; (iii) drug metabolism (phase I and II enzymatic reactions); 
(iv) drug transport (influx–efflux across membranes and cellular barriers); 
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and (v) pleiotropic events leading to unexpected therapeutic outcomes. The 
understanding of these mechanisms is the main focus of pharmacoepig-
enomics, in order to optimize therapeutics and advance towards personalized 
medicine.16,207

In the coming years, important achievements must be accomplished in 
different areas of neuroscience: (i) brain development and maturation; (ii) 
toxicogenomics; (iii) functional epigenomics; (iv) proteoepigenomics; (v) 
pathoepigenomics; (vi) predictive proteomics; (vii) diagnostic proteomics; 
(viii) prognostic proteomics; (ix) pharmacoepigenomics; and (x) epithera-
peutics. It is likely that systems biology will dominate the biology and medi-
cine of the 21st century.208 Relevant information obtained from the ENCODE 
Project will be incorporated into a more versatile map of clinical neurosci-
ence and practical medicine.209–211 Development is a dynamic process that 
involves interplay between genes and the environment. Postnatal environ-
ment is shaped by parent–offspring interactions that promote growth and 
survival and can lead to divergent developmental trajectories with impli-
cations for later-life neurobiological and behavioral characteristics.212 The 
impact that nutrition, emotions, drugs and environmental toxicants during 
prenatal development may have on brain maturation and late CNS disorders 
requires urgent clarification.213–215 Important advances related to the role 
of epigenetics in the pathogenesis of brain disorders will occur in the near 
future with reliable applications. Predictive, diagnostic, and prognostic pro-
teomics, as well as the use of biomarkers to monitor the effects of drugs, will 
undergo a profound change from the present immature stage of the field to a 
more specific and validated area with various applications in CNS disorders.

In therapeutics, important breakthroughs will occur in some of the follow-
ing areas: (i) drug discovery for different CNS disorders, age-related NDDs 
and cancer;15,16,170,216,217 (ii) practical applications of pharmacogenomics11,23 
and pharmacoepigenomics176–179,218 for the optimization and personaliza-
tion of current drugs and new biopharmaceuticals; (iii) novel therapeutic 
approaches to decode and resolve potential resistance mechanisms in 
cancer, psychiatric disorders, and NDDs;179,218–221 and (iv) targeting miRNAs 
in the prevention and treatment of brain disorders.222–224
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6.1   Introduction
Hippocrates (460–370 BC), the Father of Western Medicine, stated “Let food 
be thy medicine and medicine be thy food”.1 Bioactive compounds of herbal 
origin have a long history of use in various traditional medical systems.2 In 
the last two decades, exponential growth in the research on ‘nutraceuticals’ 
and ‘functional foods’ has been observed, with some studies concentrating 
on natural products and some concentrating on specific phytochemicals.1 
Nowadays, people are more aware and concerned about their health and 
well-being than they used to be earlier, and take measures to maintain good 
health. Nutraceuticals are foods or naturally occurring food supplements, 
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including vitamins, minerals and herbal products, that provide additional 
nutritional value and health benefits, including disease prevention.1,3 In 
1989, Dr Stephen DeFelice coined the term “nutraceutical” and it is now 
applied to products including herbal formulations, nutrients and dietary 
supplements.4 The idea of functional food was first used in 1984 by Japanese 
researchers who studied the relationship between nutritional quality, sen-
sory satisfaction and fortification of foods for advantageous physiological 
effects.5 Similar to nutraceuticals, functional foods tend to improve general 
health, and have prophylactic and therapeutic effects.

In this chapter, we discuss the use of nanotechnology in the development 
of various nutraceuticals and functional foods in anti-aging medicine.

6.2   Nutraceuticals and Nanodevelopments
Nutraceuticals and functional foods encompass a large group of compounds 
including polyphenols, flavonoids, carotenoids, vitamins, minerals and 
probiotics, and all of these improve and enhance health and wellbeing.6–8 
An increasing number of bioactive compounds are now used in the food 
industry as supplements and the number of patents relating to the develop-
ment and use of bioactive compounds has also increased. Two reviews that 
list recent patents on bioactive compounds used in food industry were  
published recently.9,10 The identification, isolation and use of bioactives in 
food and related applications have increased dramatically in recent years, 
and one reason for this is the developments in the field of nanotechnology. 
Nanotechnology can help in overcoming many limitations of using bioactive 
compounds in food-related applications, such as solubility, color, flavor, 
texture, bioavailability and absorption.9,11–14

Many nutraceuticals are rich in antioxidants and anti-inflammatory bio-
active compounds, and may be either phenolic compounds, phytosterols, 
carotenoids, polyunsaturated fatty acids, flavonoids or probiotics. Polyphe-
nols are a large group of plant secondary metabolites that have high nutri-
tive value and have recently attracted interest as a source of functional foods 
and nutraceuticals.15 Unpleasant flavor, reactive nature and low bioavailabil-
ity are issues that are important while considering the use of polypheno-
lics in food. Spray drying, entrapping in liposomes, nanoencapsulation and 
nanoemulsions are some methods of polyphenol delivery. Fang and Bhan-
dari have discussed various methods by which polyphenols can be encap-
sulated.16 A review discussing the unique potential of nano-antioxidants 
against neurodegenerative diseases was published recently.17 Oxidative 
stress is a serious issue in neurodegenerative diseases and it is believed that 
nano-antioxidants have the capacity to offer effective preventive and ther-
apeutic functions.17 Liposomes are versatile carriers capable of delivering 
hydrophilic, hydrophobic and amphiphilic compounds, and are even capa-
ble of encapsulating multiple antioxidants. Liposomes are excellent carriers 
of antioxidants and facilitate prophylactic and therapeutic effects against 
oxidative stress.18 Various nutraceuticals isolated from fruits, vegetables 
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and spices can effectively and safely suppress the proinflammatory path-
ways. Inflammatory stress plays a key role in various age-related diseases, 
including cancer, neurodegenerative diseases, arthritis, and cardiovascular 
diseases, to cite a few. In a review that discusses the recent developments in 
anti-inflammatory nutraceuticals, the authors discuss their potential as tar-
geted anti-cancerous agents.19 Common anti-inflammatory nutraceuticals 
and the existing formulation strategies that help in nanodelivery of some of 
these nutraceuticals are also discussed in this review.19 Anthocyanins, mem-
bers of the flavonoid group of phytochemicals, are amazing compounds 
with broad-ranging health benefits and are used as natural colorants and 
nutraceuticals. It is predominant in honey, fruits like grapes, various berries, 
plums, vegetables like eggplant and red cabbage, kidney beans and black 
beans, olives and olive oil, cocoa and nuts. Although having prophylactic 
effect against a wide range of age-related disorders, the commercial applica-
tion is limited due to the poor chemical stability.20 Carotenoid pigments are 
a group of lipophilic bioactive phytochemicals that are responsible for the 
brilliant color in many fruits and vegetables. There are over 700 carotenoid 
pigments in nature, but only about 40 are absorbed and used by our body 
and the bioavailability from food is low. With very positive impact on health 
and well-being, including anti-oxidant activity and provitamin-A capacity, 
carotenoids are of great interest to nutritionists and food scientists.21 Souk-
oulis and Bohn presented a comprehensive review on the advances in micro 
and nanoencapsulation technologies for improving the stability and bio-
availability of carotenoids for use in food applications.22 Factors affecting 
the stability of vitamin A, the available carriers and techniques for stabilizing 
vitamin A, and the respective formulation methods were discussed by Love-
day and Singh. The authors point out that synergistic protective effects were 
observed when technologies were used in combination while developing 
vitamin A delivery systems.23 Curcumin is another polyphenolic compound 
that is renowned for its various nutraceutical properties. Isolated from  
Curcuma longa, curcumin is a hydrophobic compound with low bioavailability 
when administered orally. Using nanotechnology, various nanoformulations 
of curcumin have been developed in recent years, with potential applications 
against cancers, neurodegenerative diseases, cardiovascular diseases and 
microbial infections.24–26

Dietary intake of essential fatty acids is very important as they are not 
produced in the body. These extranutritional constituents can act as vaso-
dilators, antihypertensives, anti-inflammatory agents and anti-atherothrom-
botic compounds, and are proven to have beneficial effects against various 
diseases, including cardiovascular disease, cancer and schizophrenia.27 Long 
chain omega-3 polyunsaturated fatty acids are important for normal metab-
olism and are acclaimed for their varied properties, including lowering of 
blood serum triglycerol and cholesterol.28 With higher concentrations of 
eicosapentaenoic acid (EPA) and docosahexaenoic acid (DHA), fish oil is a 
better source of omega-3 fatty acid than plants, while plants have higher lev-
els of α-linoleic acid (ALA), but its incorporation into edibles is challenging 
due to poor water solubility and oxidation.29
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Another interesting feature affecting various functional foods is fermen-
tation, as in the case of several Asian cuisines. For instance, fermentation 
may significantly modify the original active ingredient. In the case of Fer-
mented Papaya Preparation (FPP) the ratio between complex carbohydrates 
and proteins increases significantly on fermentation. While papaya per se 
has significant antioxidant capacity, FPP exerts an epigenetic effect to ben-
eficially balance the whole redox environment.30 Similar observations open 
the way to applications using nanotechnology aimed at cellular targeting of 
functional food and bioactive compounds over the classical dose approach.

Nobel laureate Elie Metchnikoff recognized and suggested the concept 
of probiotics in the early 1900s while studying gut flora, and later, the term 
“probiotics” was coined by Lilly and Stillwell in 1965.31 Probiotics are via-
ble microorganisms that have a symbiotic relation with the host and play a 
role in modulating the mucosal and systemic immunity of the host within 
a wider metagenome playground. In recent years, based on Metchnikoff’s 
perspective, the important role of microbial milieu in the oral cavity has 
been pointed out as a potential source of triggering factor in systemic 
illnesses.32 Thus, this represents an amenable opportunity to rational inter-
ventions, but nanotechnology might be required for solving nutrient delivery 
strategies. Probiotics are chosen as novel potential weapons in global health 
strategies when considering the solid experimental and preliminary clinical 
literature pointing out the role of gut microbiota in virtually all chronic ill-
nesses, from metabolic to neurodegenerative diseases, and probiotic inter-
ventions have been proved to have a pro-longevity effect on an experimental 
basis.33–36 Various strains of lactic acid bacteria like lactobacilli, bifidobac-
teria and streptococci are considered as probiotic and the use of prebiotics 
like inulin, oligofructose, and galactooligosaccharides along with probiotics 
have been reported to support the growth of probiotics in the gut by pro-
moting their function and/or viability via fermentation.37,38 Heidarpour and 
coworkers reviewed the available nanocarrier systems utilizing prebiotics 
developed for oral delivery of bioactive compounds including vaccines, vita-
min, hormones, nutraceuticals, minerals and food supplements. According 
to the authors, oral delivery has the best patient compliance, and prebiotic- 
based bioactive delivery systems can be used not only for humans, but also 
in veterinary therapeutic applications.39 Microencapsulated probiotics have 
received a great deal of attention and have provided evidence of their higher 
efficacy on allergic and metabolic disease treatment, and for antimutagenic 
properties.40–44 The opportunities of evolving nanotechnology related appli-
cations using probiotics hold great promise when considering the potential 
of probiotics that go well beyond basic gut function, nutrients and vitamin 
handling; probiotics are important in modulating endocrine systems, behav-
ior and neuromodulation from birth to adult chronic and acute brain dis-
ease.45–52 Recently, microbiome study has come up with “New Directions in 
Cardiovascular Disease Research, Prevention, and Treatment”, as stated by 
the American Heart Association.49 This is another area of paramount impor-
tance where nanotechnologies applied to bioactive compounds and specific 
probiotics may open up new and promising avenues to pursue.
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6.3   Nanoformulations of Bioactive Compounds
Nanotechnology has revolutionized various fields of science and developed 
novel applications in several fields of industry, including the food indus-
try. Nanotechnology has answered many of the quests for healthier food 
and related products, and shows increasing consumer acceptability. At the 
nanoscale, macroscale properties like sensory attributes, processability and 
stability of food materials or active compounds are modified. Nanotechnol-
ogy can also help in designing bioactive functional food ingredients with 
improved physical properties, like water solubility, thermal and chemical 
stability, physiological performance and bioavailability, along with sensory 
attributes. Bioactive functional food at nanoscale is engineered by various 
mechanisms like encapsulation of active materials into nanoparticles or 
nanocapsules, formation of nanoemulsions and liposomes, incorporation 
into nanofibers, to list a few.14,53–58 Many bioactive compounds that are used 
as nutraceuticals are highly lipophilic, which affects their bioavailability 
when administered orally. Excipient food matrices can help in solubilizing, 
transporting and controlling the release, metabolism and absorption of bio-
active compounds. While the excipient ingredients do not have any bioactiv-
ity by themselves, these are able to promote the bioactivity of the co-ingested 
bioactives, even when administered orally. It is possible to engineer nano-
colloidal systems, micro/nanoemulsions and solid lipid nanoparticles with 
bioactive compounds using excipient food matrices.59 A review highlighting 
developments in nanodelivery systems that can overcome the challenges in 
incorporating lipophilic bioactives into food was published recently. Various 
delivery systems like emulsions, microgels and biopolymer nanoparticles 
can be used for this purpose (Figure 6.1).60 The author suggests that future 
research should focus on developing commercially viable delivery systems.60 
While there are many reports of technologies that support the use of hydro-
phobic compounds, there are not many that discuss the developments in 
hydrophilic compounds. Development of delivery systems using hydrophilic 
compounds is also associated with various challenges. Liposomes, multi-
ple emulsions, biopolymer particles and solid fat particles are some of the 
techniques used to develop delivery systems using hydrophilic bioactive 
compounds like water-soluble colors, preservatives, flavors, enzymes and 
vitamins.61 Lipid based formulations are one of the most commonly used 
delivery system in food related application. A review on four lipid-based 
encapsulation systems discusses their fabrication methods, physicochemi-
cal properties and potential advantages and disadvantages when used as a 
delivery system.62 Nanoemulsions, liposomes, solid lipid nanoparticles and 
nanostructured lipid carriers were the four lipid-based delivery system dis-
cussed in the review. The authors point out that along with the physicochem-
ical analyses of the nanocarriers, studies on the interactions of food systems 
with nanoencapsulated bioactive compounds are also required.62

Food proteins are a versatile matrix choice for incorporating nutraceutical 
compounds to create a wide range of multicomponent matrices. Apart from 
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their unique physicochemical properties, high nutritional value, acceptabil-
ity as natural food components, easy degradability by digestive enzymes 
and easy availability are some of the advantages of food protein matrices.63 
With the advent of more ecofriendly and sustainable ways to reuse industrial 
waste, especially in food and related industries, novel strategies are being 
developed to reuse them for alternative uses. In recent years, agricultural 
by-products have been recognized as a source of functional ingredients, 
including active compounds and dietary fibers. This has been achieved due 
to the development of technologies that help in the recovery of nutraceuti-
cals from agro-wastes, and identification of novel approaches to reuse the 
recovered nutraceuticals in alternative food and related industries.64 Of all 
the emerging technologies that have helped in realizing such development, 
nanotechnology leads the way with its versatility. Some examples of nanocar-
riers designed for delivering bioactive compounds are discussed below.

6.3.1   Nanoemulsions
Nanoemulsions are thermodynamically stable nanosized emulsions formed 
by mixing two immiscible liquids in the presence of an emulsifying agent 
to form a single phase. Delivery systems based on nanoemulsions can pro-
tect bioactive compounds from degradation and can be used for controlled 
release of the bioactive compounds with higher bioavailability. They can also 

Figure 6.1    Some examples of nanoscale delivery system that can be used to deliver 
lipophilic bioactive compounds. Reprinted with permission from ref. 
60. © 2015 Institute of Food Technologists®.
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be used to stabilize hydrophobic bioactive compounds in aqueous systems.65 
Nanoemulsions provide greater interfacial area due to their smaller size and 
this reflects in the increased interfacial reaction rate, rate of delivery and 
increased bioavailability. Nanoemulsions also favor increased gastrointes-
tinal retention time by penetrating the mucus layers.66 In a concise review 
by Huang and coworkers, nanotechnology-based nutraceutical delivery and 
bioavailability, with a focus on nanoemulsion-based delivery systems, are 
discussed.54 According to the authors, nanoemulsion-based delivery systems 
are one of the best methods to enhance oral bioavailability while preserving 
the biological properties of the phytochemicals. A number of certified food-
grade lipids and emulsifiers are commercially available and the preparation 
is easy when compared to other nanocarriers. The minimal toxicity profile 
also makes this system a superior nanodelivery method.54 A similar review 
highlighting the design and fabrication of excipient emulsions for increased 
bioavailability of hydrophobic bioactive compounds was published by McCle-
ments and coworkers.67 In this review, the authors discuss the use of excip-
ient foods, which may not have any bioactivity by themselves, but influence 
the bioaccessibility, absorption and bioavailability of bioactive compounds. 
The authors report that this technology has the potential to create novel 
food products with improved bioavailability of bioactive compounds from 
natural products, which can be used as dressings, dips, sauces, yoghurts, etc. 
Along with the description of the advantages and applications of excipient 
emulsion systems, the authors do not forget to discuss the challenges of this 
excipient emulsion approach. According to the authors, the adverse effects 
and toxicity profiles of the excipient system and the bioactive compound, and 
the change in the activity of the bioactive compounds when administered 
along with excipient system, need to be studied well before adopting this sys-
tem.67 Earlier in 2011, the same author published a tutorial review on oil-in 
water emulsions and critiques on nanoemulsion properties and fabrication 
methods, along with special attention to applications in food industry.68 The 
author concludes that most of the emulsion approaches that are developed 
so far are at lab-scale, which might not be suitable for scale-up to industrial 
proportion, and stresses the need for more studies on nanoemulsions.68 The 
use of food-grade ingredients to create nanoemulsions to deliver lipophilic 
compounds has gained interest in recent years. A recently published review 
provided an overview of the major components used to create food-grade 
nanoemulsions, including examples of oil phase ingredients, aqueous phase 
components and stabilizers, and various nanoemulsion formulation tech-
nologies and the physicochemical properties of the nanoemulsions created 
are discussed in detail.69

Industries including the food, pharma and medical sectors require edible 
delivery of lipophilic functional components, such as bioactive lipids (carot-
enoids, phytosterols), flavors, antioxidants, antimicrobials and therapeutic 
moieties. One of the best methods is by creating emulsions that suit the 
particular compound and application. Although conventional oil-in-water 
emulsions are the most commonly used method of encapsulating bioactive 
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lipids, disadvantages like breakdown of the emulsion system on exposure 
to environmental stress and low encapsulation efficiency are detrimental. 
Depending on the bioactive compound to be delivered, more complicated 
systems like multiple emulsions, multilayer emulsions, filled hydrogel par-
ticles and solid lipid particle emulsions might offer better advantages.70 In a 
recent report, low-energy formulation techniques used for the formation of 
nanoemulsions are discussed in detail. Low-energy methods are simple to 
implement and do not need sophisticated equipment, and are suitable for 
applications that require relatively low levels of fats or oils, like in soft drinks 
and fortified waters.71

A review with a specific focus on nanoemulsions encapsulating, protecting 
and delivering omega-3 fatty acids was reported recently.29 According to the 
authors, Western diets provide low levels of omega-3 fatty acids and consum-
ers usually depend on supplements to overcome this deficiency. Along with 
information on omega-3 fatty acids, their sources and health benefits, this 
review discusses the potential of nanoemulsions in incorporating omega-3 
fatty acids into edibles like beverages, dressings, sauce and dips. The review 
also discusses the obstacles like oxidation, physical stability, bioavailability, 
achieving the daily dietary requirements, flavor issues and consumer con-
cerns while supplementing with omega fatty acids, and understands the need 
for carefully modulating the physical and chemical parameters for formulat-
ing the nanoemulsions to provide optimal applications in food industry.29 
With an aim to study the influence of polysaccharides on the physicochemical 
properties of omega-3 fatty acid emulsions, nanoemulsions were fabricated 
using a blend of fish oil and lemon oil.72 Different concentrations of anionic 
sodium alginate, cationic chitosan and non-ionic methylcellulose were used 
to test the rheological properties and physical stability of the nanoemulsion, 
and the results indicate that sodium alginate produced both positive and 
negative effects on the nanoemulsion system. While the increase in viscosity 
with the addition of sodium alginate is useful for nanoemulsions in appli-
cations like dressings and sauces, this is undesirable in non-viscous items 
like beverages. The stability of the emulsion was reduced in the presence of 
sodium alginate. Although the physicochemical mechanism was different, 
both anionic and cationic polysaccharides were able to inhibit lipid oxida-
tion, while there was no effect when a neutral polysaccharide was used. The 
results help in understanding the role of ionic polysaccharides in formulat-
ing nanoemulsion-based delivery system containing natural antioxidants.72

The development of nanoemulsions using milk proteins, with a special 
focus on whey proteins, is discussed in a review authored by Adjonu and 
coworkers.73 Milk proteins are an important class of food ingredients, some 
of which are bioactive in nature and are very good emulsifiers. The authors 
also discuss the potential of such nanoemulsion systems for the delivery of 
bioactive compounds, and suggest that multifunctional peptides like those 
in milk proteins can act as excellent additives in the nutraceutical indus-
try.73 Beta-lactoglobulin is the major whey protein, which can act as a natural 
nanocarrier of hydrophobic molecules. A stable nanocolloid was developed 
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by spontaneous binding of beta-lactoglobulin with DHA in the presence of 
pectin to form a nanocomplex, which can be potentially used for the enrich-
ment of clear, acidic non-fat drinks. Due to the small size of the nanocom-
plex, no turbidity was observed and the mean size of the nanoparticle was 
100 nm. While this method has been reported to have protective effects on 
DHA from oxidation, further tests are required to evaluate the heat stability 
and long term storage.74 Folic acid, a form of vitamin B is essential for the 
proper development of the human body and is required for the synthesis and 
repair of DNA. Folic acid was encapsulated in a hydrocolloid composed of 
whey protein concentrate or a commercially resistant starch. The encapsula-
tion was achieved by two different methods—electrospraying and nanospray 
drying methods—and the physicochemical properties of the nanoencapsu-
lates obtained were analyzed. Electrospraying resulted in smaller particle 
size, and encapsulation efficiency and folic acid stability was better when 
whey protein concentrate was used for the nanocolloid formulation.75

Vitamin E is a sensitive, lipophilic vitamin that is important in maintain-
ing health and preventing chronic diseases. The effect of glycerol on vitamin 
E acetate-loaded nanoemulsions synthesized by spontaneous emulsification 
of medium chain triglyceride oil and Tween 80 was reported.76 The analysis 
of the formation, stability and properties of the nanoemulsions showed that 
water-soluble glycerol acts as a co-solvent and showed an appreciable effect 
on the particle size of the nanoemulsion, which also resulted in decreased tur-
bidity of the nanoemulsion. Long-term stability was dependent on glycerol 
concentration and storage temperature. These observations are important 
for the development of vitamin E-enriched food and pharmaceutical appli-
cations.76 The droplet size could be further modulated and smaller particles 
could be achieved by increasing the mixing temperature and stirring speed 
during the addition of organic phase to aqueous phase.77 The same group 
of researchers reported the use of two polar co-solvents—propylene glycol 
and ethanol—in the development of vitamin E acetate-loaded nanoemul-
sions and analyzed the effect of the co-solvents on the formation, stability 
and physical properties of the nanoemulsion.78 Vitamin D is a fat-soluble 
micronutrient essential for intestinal absorption of minerals and includes 
calciferol (D2) and cholecalciferol (D3). Recently, the effects of carrier oil 
used for nanoencapsulating vitamin D3 within an oil-in-water emulsion for-
mulated using a natural surfactant quillaja saponin were tested. Carrier oil 
with distinct reactivity to lipase digestion and molecular properties such as 
medium chain triglycerides, long chain triglycerides like corn oil and fish 
oil, and indigestible oils like orange oil and mineral oil were selected for the 
study. The bioaccessibility of the encapsulated vitamin was studied in a sim-
ulated gastrointestinal tract, and long chain triglycerides (corn oil and fish 
oil) resulted in highest levels of bioaccessibility, while the rate of free fatty 
acid release was highest for medium chain triglycerides.79 In 2012, a similar 
study was conducted to analyze the bioaccessibility of β-carotene nanoemul-
sions formulated using different carrier oils. The bioaccessibility of long 
chain triglycerides and medium chain triglycerides showed similar values, 
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while indigestible orange oil showed almost no bioaccessibility.80 These 
studies indicate that long chain triglycerides and medium chain triglycerides 
are most suitable for formulating nanoemulsions containing fat-soluble bio-
active compounds.79,80

Resveratrol is a polyphenolic compound acclaimed for its anti-oxidant 
properties and is found in grapes, cocoa, peanuts and many berries. Stud-
ies indicate that resveratrol has prophylactic, anti-aging and disease-fighting 
properties, but the stability and bioavailability are very poor and it is rapidly 
metabolized and eliminated from the body if taken orally. To overcome these 
problems, Sessa and coworkers developed a nanoemulsion-based delivery 
system encapsulating resveratrol for potential oral administration.65 The 
authors report the development of a food-grade lecithin based nanoemul-
sion to encapsulate resveratrol and studied the cytotoxicity, release pattern 
and simulated cell permeation in Caco-2 cells. Based on the confocal studies, 
the authors conclude that the encapsulated nanoemulsions do not alter the 
cell viability or the cytoskeletal structure of Caco-2 cells. The permeability 
of the nanoemulsion in cells was studied by measuring the transepithelial 
electrical resistance and the in vitro release of resveratrol by dialysis. The 
authors report that the mean droplet size of the delivery system is important 
in cell permeation; nanometric emulsions of subcellular size had enhanced 
permeability and improved bioavailability.65 The effect of emulsifiers and 
the temperature of synthesis on the solubility, stability, and bioaccessibility 
of another polyphenolic compound, curcumin, were studied recently. Whey 
protein isolate, caseinate and Tween 80 were used as the emulsifier and oil-
in-water emulsions were prepared with curcumin powder at either 30 °C or 
100 °C. Two different temperatures were used to simulate different appli-
cations in this study: salad dressings (30 °C) and cooking sauces (100 °C).  
The higher temperature and surface-stabilized emulsion resulted in a higher 
transfer rate of curcumin into the emulsion, but on exposure to a simulated 
gastrointestinal tract atmosphere, the protein-stabilized emulsions had 
higher curcumin content. Among the emulsifiers studied, the caseinate- 
stabilized emulsion showed the highest absorption of curcumin. This study 
can be used as a base to understand the effect of excipient emulsions for 
developing oral bioavailability of lipophilic bioactive compounds for various 
applications, including in food and pharma applications.81 An organogel- 
based nanoemulsion containing curcumin was developed for potential oral 
delivery, anticipating health-promoting benefits (Figure 6.2).82 The fate of 
the curcumin nanoemulsion after oral administration was initially stud-
ied using an in vitro lipolysis assay and a cell permeation assay in a Caco-2 
cell monolayer. This was followed by pharmacokinetic studies in mice, 
which confirmed the increased oral bioavailability of the curcumin in the 
nanoemulsion when compared to the unformulated curcumin. Other poorly 
soluble nutraceuticals may also be formulated in a similar way for increased 
bioavailability on oral delivery.82 An excipient emulsion containing curcumin 
with improved solubility and bioaccessibility was prepared for use in food 
matrices. The excipient system was fabricated using corn oil and aqueous 
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Tween 80, to which curcumin was added at 30 °C or 100 °C, and incubated for 
various intervals of time. The transfer of curcumin and bioaccessibility were 
higher at the higher temperature.83 A stable nanoemulsion with two bioac-
tive compounds, resveratrol and curcumin, was developed using soy lecithin, 
sugar ester and modified starch. Very fine nanoemulsions were created by 
high-pressure homogenization and the antioxidant activities of the encapsu-
lated compounds were studied.84

In a study conducted to evaluate the influence of the size, structure and 
composition of droplets for use in emulsion-based delivery system, in vitro 
studies and in vivo experiments on a rat-feeding model were conducted.85 
Heptadecanoic acid was used as the model fatty acid and coenzyme Q10 was 
used as the model lipophilic nutraceutical in this emulsion-based system, 
which was developed for oral delivery of nutraceuticals. Coenzyme Q10 is 
one of the most commonly used supplements, and is an integral part of aer-
obic respiration. The results of the study indicate that the dimensions of the 
emulsion influence the bioavailability of the nutraceutical, and the rate and 
extent of lipid digestion. The rate of lipid digestion was increased both under 
in vitro and in vivo conditions when the droplet size was smaller. It was also 
observed that when a digestible carrier oil like corn oil was used, the rate of 
lipid digestion and bioavailability of coenzyme Q10 was higher than when 
indigestible mineral oil was used.85 In a more recent report, the physiochem-
ical properties and nutraceutical effects of coenzyme Q10 were studied in 
detail.86 Coenzyme Q10 has the property of self-nanoemulsifying, and the 

Figure 6.2    Scheme of the absorption and metabolism of unformulated (crystalline) 
curcumin and curcumin nanoemulsion. Reprinted with permission 
from ref. 82. Copyright 2012 American Chemical Society.
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authors comment that this property might be a promising property for con-
ferring a higher nutraceutical value. The self-nanoemulsifying particles were 
created by spray drying a mixture of coenzyme Q10, medium-chain triglycer-
ide, sucrose ester of fatty acid and hydroxypropyl cellulose. The improved 
nutraceutical value was studied by analyzing the hepatoprotective effect on 
carbon tetrachloride-treated rats acting as a model of acute liver injury, and 
was found to be better than the effects of crystalline coenzyme Q10. Storage 
of nanoemulsions under high humidity affected the stability, while under 
reduced humidity, the particles were stable for a long time.86 Coenzyme Q10 
was nanoencapsulated using octenyl succinic anhydride modified starch with 
rice bran oil and the stability of the resulting nanoemulsion was tested at 
different pH values mimicking different beverages. The particle size ranged 
from 200–300 nm and the freeze-dried nanoparticles were able to maintain 
absorbance for 3 months on storage. Authors suggest that this nanoemul-
sion system can be used not only in beverages, but also for supplementing 
coenzyme Q10 in baked foods.87

A nanoemulsion-based delivery system for encapsulating and delivering 
quercetin was designed and developed, and its activity was tested in an in 
vitro model of the gastrointestinal tract with an aim to use this system 
in the pharmaceutical and food industries.88 An oil-in-water nanoemul-
sion of quercetin was prepared by dissolving quercetin in a medium-chain 
triglyceride. The multi-stage dynamic in vitro gastrointestinal model was 
created with an oral phase, gastric phase and small intestine phase. 
The results suggest that quercetin can be successfully encapsulated to 
form stable nanoemulsions, and provide improved bioaccessibility. The 
authors hope that this quercetin-encapsulated nanoemulsion system can 
be used as a successful strategy for fortifying foods with nutraceuticals.88 
A multifunctional lipophilic flavonoid, 5-demethyltangeretin, isolated 
from citrus plants was developed into a nanoemulsion-based delivery 
system.89 Some of the properties of 5-demethyltangeretin include anti- 
inflammatory, anti-oxidant, anti-carcinogenic, anti-viral, anti-atherogenic 
and anti-thrombogenic properties. 5-Demethyltangeretin was solubilized 
in a medium chain triglyceride for nanoemulsion fabrication and the 
aqueous phase contained β-lactoglobulin. The nanoemulsion fabrication 
was carried out at 37 °C and emulsions of different sizes were prepared 
by using different homogenization conditions during fabrication. The 
anti-cancerous effect was studied on HCT116 human intestinal cancer 
cells and it was observed that when the droplet size decreased, there was 
increased cellular uptake and inhibition of cell viability (Figure 6.3).89 
The authors hope that this nanoemulsion system can be used as a deliv-
ery system for bioactive compounds including 5-demethyltangeretin in 
food and pharmaceutical industries.89

Three different essential oil components were developed into nanoemul-
sions using sunflower oil formulated with different emulsifiers, and the 
antimicrobial effects were studied against Escherichia coli, Lactobacillus 
delbrueckii and Saccharomyces cerevisiae.90 Carvacrol, limonene and cin-
namaldehyde were the three essential oils studied, and the emulsifiers used 
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were lecithin, pea proteins, sugar ester and a combination of Tween 20 and 
glycerol monooleate. The anti-microbial activity was found to be dependent 
on the formulation method of nanoemulsions—the sugar ester-based and 
Tween 20 and glycerol monooleate mixture-based nanoemulsions showed 
antimicrobial activity for a short period of time, while the nanoemulsions 
based on lecithin and pea proteins showed antimicrobial activity for an 
extended period of time. The authors suggest that these observations can 
be used in a rational way to design nanoemulsion-based delivery systems for 
food-related applications.90 A novel study where protein hydrogels were used 
as the matrix for microencapsulation of bilberry anthocyanins was reported, 
where whey protein was used as the matrix material. Phosphatidylcholine-de-
pleted lecithin was used as the emulsifier. The results of this study prove that 
protein-based encapsulation is comparable to the well-studied polysaccha-
ride-based systems for encapsulating active compounds.91

6.3.2   Nanoencapsulation/Nanoparticles
Encapsulation is the process of entrapping active agents within another 
carrier substance to improve the activity of the encapsulated active com-
pound. Encapsulation can be used to create a protective covering around the 
active compound to stabilize it, prevent unwanted reactions and improve the 
delivery of the bioactive compounds. Different encapsulation technologies 
are available for the protection of bioactives in food.92,93 Nedovic and coworkers 
explained the concept of encapsulation and described the materials used for 
encapsulation, techniques used in encapsulation and various examples of 
encapsulated food products.92 Each bioactive food component has its own 
characteristic properties and the encapsulation technology used will depend 

Figure 6.3    (A) Chemical structure of 5-demethyltangeretin. (B) Effect of nanoemul-
sion containing 5-demethyltangeretin on HCT116 cancer cells after 24 
h of treatment. (a) Control cells; (b)-(f) morphological changes induced 
by 1.6 µM 5DT delivered in bulk water, bulk oil and emulsions with dif-
ferent mean droplet radii (203, 125 and 67 nm), respectively. Reprinted 
with permission from ref. 89, Food Research International, 62, Jinkai 
Zheng, Yan Li, Mingyue Song, Xiang Fang, Yong Cao, David Julian 
McClements, Hang Xiao, Improving intracellular uptake of 5-demethyl-
tangeretin by food grade nanoemulsions, 98–103, Copyright 2014 with 
permission from Elsevier.
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on these unique properties. A review with special focus on the release of bio-
active compounds, including probiotics, in the gut describes in detail the 
compounds that can be used for encapsulation, various methods available 
for encapsulation and the factors that influence the safe delivery of the bio-
active compounds or probiotics.93 Carbohydrate-based delivery systems are 
another group of promising vehicles for nano- and micro-encapsulation of 
bioactive compounds for use in food applications. Different kinds of poly-
saccharides including both natural and modified polysaccharides can be 
used for encapsulation methods. A review by Fathi and coworkers discussed 
various polysaccharides used for nano- and micro-encapsulation, their phys-
icochemical properties, and the pros and cons of encapsulation. Different 
methods of encapsulation and the functional performance of each type of 
carbohydrate-based delivery system are also discussed.94

A highly functional and resourceful study was reported by Gökmen and 
coworkers, where they report the development of functional bread enriched 
with nanoencapsulated omega-3 fatty acids.28 Flax seed oil was used as the 
source of omega-3 fatty acid, which was nanocomplexed with high amylose 
corn starch. The nanoparticles obtained after spray drying were incorporated 
into bread formulations at different concentrations. Along with the quality 
of bread, the authors studied the effects of encapsulation on lipid oxidation 
and production of thermal contaminants during baking. According to the 
scanning electron images of the bread, the nanoparticles remained intact in 
the crumb, while they were partially destroyed in the crust. Even with a sig-
nificant amount of nanoencapsulated omega-3 fatty acids incorporated into 
the bread, no adverse sensory effect was observed. Compared to the free form 
of flax seed oil, nanoencapsulated flax seed oil reduced the thermoxidation 
of fatty acids that occured during baking.28 Lupeol is a bioactive terpenoid 
with anti-inflammatory, anti-microbial, anti-protozoal and anti-cancerous 
activity. Recently, lupeol was encapsulated in poly(d,l-lactide-co-glycolide) 
(PLGA), and the physical properties and modulatory effects on NF-κB of 
Caco-2 cells were studied.95 PLGA is a widely used copolymer that is biocom-
patible and approved by the FDA for use in food and therapeutic uses. The 
fabricated nanonutraceutical was 10% larger than empty PLGA nanoparti-
cles and showed better a anti-inflammatory effect than pure lupeol at lower 
concentrations.95 In another study, curcumin was encapsulated in PLGA for 
improved bioavailability and prolonged retention time. The oral bioavailabil-
ity and the retention time were studied in vivo in a freely moving rat model. 
The results suggest that oral bioavailability of the curcumin nanoformula-
tion was almost 22 times higher than that of conventional curcumin and the 
excretion results also support higher absorption when the curcumin nano-
formulation was used.96

Biopolymers are versatile encapsulating agents that can provide stability 
and protection to the encapsulated bioactive compounds. Careful selection 
of food biopolymers with versatile molecular and physicochemical proper-
ties can enable the development of nanocomplexes with a wide range of func-
tional properties.97 Based on the nature of phase separation, biopolymers can 
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be synthesized by associative or segregative processes, and additional stabil-
ity enhancement can be brought about by internal biopolymer cross-linking. 
Biopolymer nanoparticles synthesized by the thermal processing and elec-
trostatic complexation of whey protein isolate and beet pectin were used to 
encapsulate anthocyanins.20 Although the encapsulation improved the heat 
stability of anthocyanin, the antioxidant activity was reduced due to the ther-
mal processing. In the presence of ascorbic acid, the distinctive color of the 
anthocyanin was also lost. The authors suggest that this method is good for 
improved stability of anthocyanin, but when considering all the properties, 
alternative strategies are required for better applicability.20

Micellar nanoparticles are another group of effective carrier-delivery sys-
tem that can protect and carry active compounds. Mimicking nature, casein 
micelles were developed to encapsulate and stabilize hydrophobic nutra-
ceuticals, in this case, vitamin D2, for enrichment of non/low fat food prod-
ucts. The encapsulation efficiency of vitamin D2 and its protection from 
photochemical degradation inside the casein micelles were studied, and 
encapsulation was found to provide partial protection against UV-induced 
degradation. Caseinates are popular encapsulation materials and this study 
suggests that casein micelles are potential nano-vehicles that can be used 
for the entrapment, protection and delivery of bioactive nutraceuticals and 
functional compounds within food products.98

Pomegranate, also known as “the jewel of autumn”, is a mine of nutrients 
and antioxidants. It is one of the oldest known edible fruits, and is revered 
as a symbol of prosperity, fertility, health and eternal life. Polyphenols of 
pomegranate—pomegranate extract, punicalagin or ellagic acid—were 
encapsulated in PLGA–poly(ethylene glycol) (PLGA–PEG) nanoparticles by 
double emulsion-solvent evaporation method and the anticancerous activ-
ity of the nanoparticles was tested in MCF-7 and Hs578T breast cancer cell 
lines. Encapsulated punicalagin nanoparticles were the most potent in 
inhibiting cancer cells.99 Larger, microcapsules are also significant delivery 
systems. A new method was developed for pomegranate seed oil encapsula-
tion by spray drying, which can be used in the food industry. All parts of the 
fruit, including the seed and peel, are nutritional, but they are discarded 
as waste during industrial processing of pomegranate. To utilize the nutri-
tional properties of pomegranate seed discarded from the juice and con-
centrate industries, a method to extract and encapsulate pomegranate seed 
oil was developed. To overcome the instability and oxidative deterioration, 
microencapsulation by spray drying was used and skimmed milk powder 
was used as the encapsulating agent. The authors also report the effect of 
various parameters used for the encapsulation technique on the encapsula-
tion efficiency.100 de Conto and coworkers reported the use of commercial 
microencapsulated omega-3 fatty acids and rosemary extract in white pan 
bread. They evaluated the influence of these additives on the sensory and 
technological qualities of the bread. Rosemary extract from Rosmarinus offi-
cinalis is rich in antioxidants and is extensively used in various cuisines and 
the food industry.101
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6.3.3   Liposomes
Liposomes are microscopic spherical vesicles containing at least one lipid 
bilayer, and can encapsulate both hydrophilic and hydrophobic materials. 
With industrial application in mind, a group of researchers designed lipo-
somal formulations based on soy phosphatidylcholine, a natural lipid con-
taining essential fatty acids like linoleic and linolenic acids. Stearic acid and 
calcium stearate were used to stabilize the liposomal formulation containing 
omega-3 and omega-6 fatty acids and vitamin E. Along with rheological prop-
erties, oxidative and thermal stability were also studied and a sensory eval-
uation was conducted in commercial chocolate milk. The results report the 
high encapsulation efficiency of folic acid and stable vitamin E after pasteur-
ization, and conclude that the developed liposomal formulations containing 
bioactive compounds are suitable for food industry applications.27 A highly 
disordered lipid nanomatrix containing fish oil enriched with omega-3 fatty 
acids that can protect and accommodate bioactive compounds was fabri-
cated.102 Effective encapsulation and delivery of lutein, a lipophilic bioactive 
pigment, was studied using this lipid nanocarrier. The nanoparticles were 
below 200 nm, and had high lutein entrapment efficiency and high anti- 
oxidant activity. Along with improving the solubility and stability of lutein, 
the presence of fish oil in the liposome increased the antioxidant capacity. 
Such nanolipid formulations could be successfully incorporated into food 
systems with enhanced nutraceutical activity.102 The effect of nanoliposomse 
containing curcumin on the aggregation of amyloid fibrils associated with 
Alzheimer’s disease was studied. Other liposomes associated with phos-
phatidic acid, cardiolipin and GM1 ganglioside were also compared with 
the anti-amyloid activity of curcumin. Nanoliposomes containing curcumin 
were prepared by three different approaches and the liposomes prepared by 
click chemistry showed the best results in inhibiting amyloid aggregation.103 
Hesperetin is a flavanone found in citrus fruits with anticancerous activity. 
By encapsulating in a lipid carrier, a nanoformulation of hesperetin was 
developed for fortifying functional foods. Nanolipid carriers have some lim-
itations, such as rapid aggregation and burst release. The authors overcame 
these limitations by coating the hesperetin-loaded lipid nanostructure with 
various biopolymers, such as chitosan, alginate and methoxypectin, result-
ing in better release kinetics and higher stability. Additionally, the sensory 
qualities, such as taste, color and homogeneity, were also improved when 
tested in hesperetin-fortified milk. The authors hope that this formulation 
technology can be used for colon delivery of bioactive materials.104

6.3.4   Other Nanoformulation Strategies: Nanodisks, 
Nanogels, Nanofibers etc.

Electrospinning is a versatile method used to create nanofibers, where poly-
meric solutions under high electric force are spun into nanofibers. With 
unique physicochemical properties, electrospun nanofibers are used in 
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many applications and recently there has been growing interest in electro-
spun nanofibers as delivery agents in the food industry. Recently, Ghorani 
and Tucker have presented a review that discusses electrospinning and its 
application as a delivery vehicle for bioactive compounds and probiotics.105 
The authors hope that closer interaction between academia and industry will 
help in overcoming the weaknesses of electrospinning technology and will 
inspire future developments.105 Industrial waste management is an import-
ant issue, and newer methods of recycling and utilizing industrial wastes are 
an attractive alternative that can help in waste reduction. Fung and cowork-
ers carried out a remarkable study in developing nanofibers from agrowastes 
for encapsulating probiotics.106 The probiotic Lactobacillus acidophilus was 
encapsulated in electrospun nanofibers made from soluble dietary fibers 
obtained from the agrowastes okara (soybean solid waste) from the soybean 
industry and oil palm trunk and palm frond from the palm oil industry. The 
soluble dietary fibers were obtained after alkali treatment of the agrowastes, 
which was complemented with polyvinyl alcohol for synthesizing nanofibers. 
Surprisingly, L. acidophilus was able to withstand the electrospinning condi-
tions, and later the nanofiber storage conditions. Along with probiotics, this 
carrier system is able to contribute to increased dietary fiber consumption. 
The results indicate that the nanofibers could provide thermal protection to 
the encapsulated probiotics. The authors expect that modification of electro-
spinning parameters could provide better encapsulation of viable bacteria, 
and controlled release of probiotics in intestines, resulting in an efficient 
nanoencapsulated probiotic carrier system.106

The visual appeal of food is very important for palatability. Addition of 
hydrophobic nutraceuticals to clear beverages is a challenge due to various 
reasons like solubility, bioavailability, stability and safety of the nutraceu-
tical, maintenance of the clarity of the drink, and cost of production. In an 
attempt to overcome these problems, a study was designed based on a pro-
tein–polysaccharide conjugate formed by the Maillard reaction of casein and 
maltodextrin (Figure 6.4).107 Vitamin D was used as the model nutraceutical 
and the physicochemical characteristics of the nanoparticles and release of 
vitamin D from the nanoparticles under simulated gastric digestion were 
analyzed. Particles encapsulating Nile red were also formulated and the flu-
orescent property of Nile red was used in spectroscopic analyses. A sensi-
tive, water-soluble nutraceutical, epigallocatechin gallate, was also tested for 
encapsulation studies. Results suggest that this technology has the potential 
to encapsulate bioactives and can be used to enrich clear beverages.107

Nanogels are hydrogel particles in the nanometer range usually consist-
ing of a crosslinked hydrophilic or amphiphilic polymer and can be used as 
carriers of therapeutics. An essential oil rich in thymol with anti-microbial 
activity isolated from Lippa sidoides was encapsulated in chitosan–cashew 
gum nanogel by spray drying.108 The nanogel ranged from 335 to 558 nm 
and exhibited a unimodal distribution with positive zeta potential. It was 
observed that when the chitosan concentration was increased, larger par-
ticles were formed, and showed prolonged release compared to that from 
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smaller particles. The larvicide effect of the encapsulated essential oil was 
tested on the third instar of Stegomyia aegypti larvae, and the larval mortality 
was related to the essential oil loading in the nanoparticle. Nanoparticles 
of cashew gum : chitosan concentration of 1 : 1 and 1 : 10 showed 87% and 
75% larval mortality at 48 h, respectively, which further increased to over 
90% at 72 h.108 Although this is not an example of a direct food application, 
the anti-microbial effect of plant metabolites can be use in the food industry 
for ecofriendly sanitation purposes.109 Other reports suggest the use of this 
essential oil in offering antimicrobial activity against oral pathogens under 
in vitro conditions, as an adjuvant in antibiotic therapy against respiratory 
tract infections and as an antihelmintic treatment against sheep gastrointes-
tinal nematodes.110–112 The development of nanoencapsulated Lippia sidoides 
essential oil is an interesting concept that has various potential uses in the 
food and pharma industries.

6.4   Safety and Regulatory Aspects of Nanofoods
In recent years, a number of nanofoods have been introduced into the mar-
ket. According to an inventory made in 2011 by the Project on Emerging 
Nanotechnologies, the US leads the industry with the number of nanoprod-
ucts in the market, followed by Europe and Asia. Even with the ambiguity 
related to the safety and toxicological effects of nanomaterials, the number 
of products in the market is increasing at an exponential rate.113 The specific 
use, biophysical properties and interactions, exposure, uptake and kinetics, 
and biological effects are some of the factors that are considered during the 
development and application of nanomaterials. However, the guidance and 

Figure 6.4    Hydrophobic compound encapsulating nanoparticle formed by protein–
polysaccharide interaction between casein and maltodextrin (MD). 
Reprinted with permission from ref. 107 with permission from the 
Royal Society of Chemistry.
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risk assessment of nanomaterials vary from country to country and a con-
certed “multi-perspective” approach is required for the grouping and toxicity 
assessment of nanomaterials.114 A systemic and multi-tiered approach was 
described to assess the safety of engineered nanomaterials in direct food 
applications.115 This assessment is based on the conventional risk assess-
ment system used for novel foods and chemicals. In the initial step, both the 
bulk material and the nanomaterial are tested for activity in similar ways to 
assess the unique toxicological effects of nanomaterials. This is followed by a 
tiered approach, where in Tier 1, in silico and in vitro models are used to study 
potential engineered nanomaterial-specific effects, and a short repeat-dose 
in vivo toxicity study. In Tier 2, a 90 day repeated dosing study is conducted, 
and any variation from the results of the Tier 1 study is noted. Investigat-
ing the dynamics of protein interactions and the effect on gut microflora are 
newer dimensions of toxicological analyses.115

According to Boverhof and coworkers, a purely technical definition of 
nanomaterials based on size is not enough to efficiently evaluate their effects 
and may result in inconsistent identification.116 This may give the consum-
ers an impression that nanomaterials are not adequately evaluated and the 
regulations are flawed, leading to needless stigmatization of nanomaterials 
and their application as a whole. The authors suggest a set of characteristics, 
like particle size and distribution threshold, agglomeration/deagglomera-
tion and precipitation characteristics, among others, that need careful eval-
uation while assessing the potential health and environmental impact.116 An 
overview on the European Union’s (EU) political drivers and policy processes 
relating to regulations in the nanotechnology sector addresses the relation 
between risk governance and technological innovation policy in Europe. 
Since 2004, the European regulations associated with nanotechnology have 
been undergoing significant developments, and the European Commission 
has formulated two horizontal nano-specific policies—the code of conduct 
for responsible nanosciences and nanotechnologies (N&N) research and 
an advocated “nanomaterials” definition that is helpful for regulatory pur-
poses. While there are many factors that influence regulatory affairs devel-
opment, most of them reflect a public interest motive, standardization of 
good governance principles and their practice, along with the significant 
role that government has in developing the innovation policies.117 The EU 
including Switzerland has nano-specific regulations incorporated in existing 
legislation, while other countries and regions are regulated mainly based 
on the guidance for the specific industry. Recently, a review was published 
that provides an overview on the safety and regulatory measures on nano-
materials in agri- and food-related industries in EU and non-EU countries. 
Collaboration and understanding between countries is highly indispensable 
for exchanging information and ensuring safety standards.118 An outline of 
the developments in food and agricultural aspects of nanotechnology with a 
focus on Organisation for Economic Co-operation and Development (OECD) 
countries was recently reported. The paper also provides an assessment on 
the implications of nanotechnology, which will enable the policy makers 
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to anticipate the challenges associated with the developments in food- and 
agri-nanotechnology applications.119 The Asian nanotechnology market has 
made great leaps in recent years and Asian countries are fervently watching 
the nanodevelopment scenario in other developed countries, especially with 
respect to regulatory affairs, mainly because of the lack of regional regula-
tory bodies in Asia like those that exist in Europe. An attempt was made to 
study the developments in nanotechnology happening in six Association of 
Southeast Asian Nations (ASEAN)—Singapore, Malaysia, Thailand, Indone-
sia, Philippine and Vietnam—and the authors suggest that issues relating 
to nanotechnology and safety should be discussed in ASEAN meetings. The 
authors hint that regulations should not only be limited to industrial devel-
opment, but should also be applied at the research level and to workers who 
handle nanomaterials, as they are theoretically and primarily affected in case 
of nanotoxicity. Better budget allocation for research on risk and safety anal-
ysis is also advocated and the importance of nanosafety is highlighted as a 
priority.120

In a review authored by Sauvant and coworkers, the use of encapsulation 
strategies in food-related applications is urged to be applied very cautiously.121 
The authors use the example of fat-soluble nutrient Vitamin A, which has to 
be provided through food as it is not synthesized de novo in the body. For-
tification of processed food needs strict regulatory guidelines. Overdose of 
vitamin A is dangerous for human health and, most often, there is no esti-
mate on the intake of supplements over a period of time. Evidence suggests 
that subtoxicity, with no clinical or external toxicity, is a growing concern in 
industrialized countries. The case of vitamin A possess a dilemma, as gener-
ally, the western population does not suffer from malnutrition and does not 
require additional vitamin A supplements, while the situation is different in 
developing countries. Another aspect that requires attention is impaired vita-
min A metabolism, which leads to toxicity issues. The review emphasizes the 
need for better understanding of the requirements of vitamin A fortification 
in food and its effect in the larger population across different age groups, 
especially in industrialized countries.121 Currently, there are no standardized 
assays or analytical approaches to assess the epigenetic effects of nanopar-
ticles and the epigenetic effects induced by exposure to nanomaterials are 
poorly studied. With more and more nanomaterials being used in food 
related applications, advanced nanotechnology testing guidelines and regu-
lations should incorporate recommendations on epigenetic tests before pro-
ceeding with industrial manufacture of nanoproducts. A review by Smolkova 
and coworkers stresses the importance of epigenetic studies related to 
nano-exposure and discusses the advances in epigenetics-related studies 
in relation to nanomaterials.122 Among environmental pollutants, heavy 
metals are representing an increasing “civilization” threat to global health, 
and are implicated in hormone-dependent cancers, obesity, type 2 diabe-
tes, neurodegenerative diseases and cardiovascular diseases.123–129 This has 
understandably generated a number of commercial proposals of “chelators”, 
and “nano” is at times arbitrarily used to stress their supposed superiority 
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over competitors. However, although zeolites represent an effective cation- 
exchange system that, once orally, ingested delivers good cations and chelates 
ammonium and several heavy metals, some claim that nano-clinoptilolite, 
which was recently marketed in Germany, may be potentially harmful, con-
sidering the reported mutagenicity of such formulations.130–132 This example 
accentuates the need for expertise in nanotechnology, highly dedicated inde-
pendent laboratories, vigilant and stringent regulatory bodies to analyze the 
claims of advantages, and tight clinical interplay when devising nano-related 
commercial products.

6.5   Consumer Attitude Towards Nanotechnology in 
Food-Related Applications

Nanotechnology has revolutionized and transformed food and related indus-
tries in the recent years, and for novel issues like those associated with nano-
technology, the media plays a crucial role in molding the consumer attitude. 
A study was conducted in the United States to assess the media coverage on 
nanotechnology, and the results show that coverage on food nanotechnol-
ogy is limited and at times unpredictable. The percentage of science journal-
ists is very small and, most often, food nanotechnology reports are written 
by journalists who do not have expertise in that area, which results in less 
thoughtful reviews and reports.133 The commercial success of functional 
food depends greatly on the consumer attitude and acceptance of the prod-
uct as part of the daily diet. In 2008, a study was conducted in Switzerland 
(n = 249) to examine the attitude of consumers and the results suggest that 
consumers preferred to buy functional foods with physiological benefits 
than psychological health claims. The study was based on a survey where 
the participants were asked to assess their willingness to buy hypothetical 
functional foods with various health benefits, such as cardiovascular protec-
tion, prevention of osteoporosis and cancer. While the younger consumers 
showed less interest in functional foods, participants who trusted the food 
industry were more favorable towards functional food products. The authors 
added that the study has its limitations; the study was based on survey and 
no food tasting tests were conducted. Consumers are not willing to compro-
mise the taste of functional food over its nutritional value.134

Nanotechnology has attracted large-scale investments from many indus-
tries, including the food and beverage industries, and the applications of 
food nanotechnology are relevant in food processing, nutrient composi-
tion and packaging. Although some nanofoods and nanopackings are com-
mercialized in various countries, the awareness towards nanoproducts is 
still inadequate. Frewer and coworkers analyzed the issues associated with 
consumer attitude and perception of nanotechnology developments in the 
food and agriculture sectors based on the available nanotechnology appli-
cations.135 The authors list a number of questions that need to be answered 
before enabling technologies like nanotechnology are used in agri-food 
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applications and suggest that care should be taken while analyzing the com-
plexity of consumer acceptance, as many dynamic, complex and interdepen-
dent factors, like ethical aspects, health and environmental risks, and the 
perspective of stakeholders, contribute to it.135

Handford and coworkers conducted a study aimed at investigating the 
awareness and attitude of stakeholders in the agri-food industry towards 
nano-related applications in the agriculture and food sectors.136 This study 
also reports the current nano-related applications in the agri-food industry, 
anticipated risks, novel advantages and opportunities of nanotechnology 
applications, and the hurdles and apprehensions that stop the adoption 
of nanoapplications. Along with competent safety assessment, the authors 
stress the need for increasing the awareness of nanoapplications in the agri-
food sector and urge scientists and governmental bodies to actively take part 
in this awareness process.136 Even with the growing demand for convenient 
and safe food, consumers are suspicious of food innovations and industrial-
ized products owing to safety issues and scandals that arise. The consumers 
view nanoproducts skeptically and it is unclear whether the suspiciousness 
has its roots in a lack of information and awareness of nanotechnology and 
its applications. In an analysis of the sense of trust towards nanofood prod-
ucts, it was observed that “willingness to pay” for new products increases 
with trust, which is similar to the results obtained from an online survey con-
ducted in Canada and Germany, and experimental results from Germany.137 
A similar observation based on trust was observed in an earlier study con-
ducted in the German-speaking part of Switzerland. Naturalness of food 
products and trust were the significant factors that influenced the consum-
ers, and nanofoods were viewed more suspiciously than nanofood packing 
strategies.138

6.6   Conclusion
Applications of nanotechnology can be used in various aspects of the 
food industry, including targeted pesticides for better crop produc-
tion, anti-microbial nano-food packaging and as food-grade engineered 
nanoparticles.139,140 In recent years, nanotechnology has been used for 
developing formulations encapsulating bioactive compounds for use as 
nutraceuticals and for fortifying foods. Nanoformulations have helped in 
protecting the bioactivity and enhancing the bioavailability of the nutra-
ceuticals and bioactive compounds. Additionally, sensory characteristics 
like taste, color and texture can also be improved by using nanoformu-
lated bioactive compounds. The safety associated with nanoformulations 
in food and related applications needs more detailed analyses. Increased 
interaction and communication with researchers, policy makers and the 
public are also of paramount importance. Knowledge of nanotechnology 
and its applications will help the public in overcoming the stigma asso-
ciated with nanotechnology and recognizing the advantages associated 
with the technology.
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7.1   Introduction
A promising strategy for anti-aging interventions is that of mild stress- 
induced hormesis. The consequences of stress can be either harmful or 
beneficial depending on the intensity, duration and frequency of the 
stress. Biological stress response (SR) is not linear with respect to the dose 
of the stressor. SR is characterized by a nonlinear biphasic relationship. 
Meta-analyses performed on a large number of papers published within 
toxicology, pharmacology, medicine, and radiation biology have revealed 
that the dose–response curve is neither linear nor threshold-based linear.1 
Instead, the shape of the dose response curve is U- or inverted U-shaped, 
depending on the endpoint being measured. This phenomenon of biphasic 
dose response was termed as hormesis in the early 1940s.2 The terminol-
ogy for hormesis has been expanded to specify the nature of the hormetic 
responses, such as physiological hormesis, pre-conditioning hormesis, 
and post-exposure conditioning hormesis.3 Therefore, any condition that 
is potentially hormetic in terms of providing biological benefits through 



171Hormetins as Drugs for Healthy Aging

the process of hormesis is termed as a hormetin.4,5 Exercise is one of the 
best-known examples of a hormetin.

The aim of this chapter is to discuss the role of hormetins in the mainte-
nance and enhancement of health, and in the prevention and treatment of 
age-related diseases. However, in order to appreciate the rationale behind 
the possible use of hormetins as drugs for healthy aging, it will be useful to 
review first the present understanding of the biological basis of aging and 
age-related diseases. This will then be followed by a discussion of the  
phenomenon of hormesis, molecular basis of hormesis and the strategies 
for the discovery and development of hormetins as drugs for healthy aging.

7.2   Aging in a Nutshell
Biogerontological research has developed a comprehensive scientific under-
standing about the evolutionary and mechanistic explanations for aging, lon-
gevity and age-related diseases. It is now generally accepted that progressive 
aging and senescence at the biological level occur primarily during the life 
time beyond the natural lifespan of a species, termed as the essential lifes-
pan (ELS).6,7 This view has developed from the basic biological understand-
ing that survival of an organism is a dynamic tug between the occurrence of 
damage and the processes of maintenance and repair systems (MARS). The 
main MARS that comprise the ELS-assurance processes are listed in Table 
7.1. These are also known as the longevity assurance pathways and involve 
hundreds of longevity assurance genes (LAG).

“Homeodynamic space” is another way of conceptualizing MARS. Homeo-
dynamic space may also be considered as the “survival ability” of a biological 

Table 7.1    Main maintenance and repair pathways (MARS) in biological systems 
arranged from molecular to whole body level.

Level of MARS Pathway

Molecular Nuclear and mitochondrial DNA repair
Anti-oxidative enzymes and free radical scavengers
Degradation of damaged DNA and RNA
Protein repair
Degradation of damaged proteins

Cellular Degradation of damaged organelles
Programmed cell death—apoptosis
Intra-cellular stress responses

Systemic Detoxification of harmful chemicals and metabolites
Immune responses
Wound healing and tissue regeneration

Whole-organism Thermal regulation
Neuro-endocrine balance
Daily rhythms
Other higher order defenses, including psychological 

mechanisms



Chapter 7172

system.8,9 The term “homeodynamics”10 means “the same dynamics”, and 
is modified from the classical term “homeostasis”, which means “the same 
state”. This is because the notion of homeostasis ignores the reality of the 
constantly changing, interacting, and adapting dynamics of living systems. 
Biological systems are never static. There is no fixed and rigid static state 
for intracellular molecules, for inter-cellular interactions, and for higher 
order organization and functioning. Therefore, it is more precise and accu-
rate to use the term homeodynamics for living systems. It is in this context 
that the term homeodynamic space refers to the survival ability of a system. 
Three main characteristics of homeodynamic space are: (1) stress response; 
(2) damage control; and (3) constant remodeling and adaptation in dynamic 
interactions.8,9 A large number of molecular, cellular and physiological path-
ways and their interconnected networks, including MARS mentioned above, 
determine the nature and extent of the homeodynamic space.

At the species level, biological evolutionary processes have assured ELS by 
optimizing for homeodynamic space. However, the period of survival beyond 
ELS is accompanied by the progressive shrinkage of the homeodynamic space 
owing mainly to the accumulation of molecular damage.7,11 This shrinkage 
of the homeodynamic space manifests as altered stress response, reduced 
ability to adapt, and increased probability of the emergence of chronic dis-
eases and eventual death. Thus, although the process of aging in itself is a 
continuum of life, aging is a condition that allows the emergence of one or 
more diseases. Therefore, the issues of aging, quality of life and longevity 
need to be approached with holistic health-oriented paradigms. Hormesis is 
one such holistic approach.

7.3   Hormesis and Stress Response
The mechanistic bases of hormesis lie in the primary event of disruption of 
homeodynamics through a stressor, which then leads to the stress response 
(SR) to counteract the disruption. The molecular and physiological processes 
initiated by SR are not strictly limited to matching the level of disruption, 
and almost always lead to modest overcompensation.1,12 A successful SR not 
only results in the re-establishment of homeodynamics, but also strengthens 
the homeodynamic space.13

A list of the main molecular pathways of SR in human and other mamma-
lian systems is given in Table 7.2. Each of these pathways is well understood 
in terms of its molecular biology, and several excellent review articles can be 
found in the published literature and online. For example, heat shock response 
(HSR) is a universal and primordial stress response achieved by the activa-
tion of the HS transcription factor(s), followed by the preferential synthesis 
of several heat shock proteins (Hsp).14–16 Similarly, accumulation of misfolded 
proteins in the endoplasmic reticulum (ER) leads to the so-called ER stress 
response, also known as the UPR stress response, resulting in the synthesis, 
activation and translocation of several chaperones.17–21 In addition, there is a 
mitochondrial-specific stress response in mammalian cells, which involves the 
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induction and activation of various chaperones, including mortalin, chapero-
nin-10 (Cpn10/Hsp10), chaperonin-60 (Cpn60/Hsp60), and mortalin.22,23

Autophagy response is the lysosome-mediated and chaperone-mediated 
sequestering of damaged membranes and organelles, which is a stress 
response induced during nutritional limitation, starvation, and hypoxia.24–26 
Sirtuin SR is the activator of sirtuins, which cause the deacetylation of his-
tones and other proteins in response to reduced levels of metabolic energy.27,28

Another widely studied SR by which cells respond to oxidative stress is 
through the regulation of transcription of antioxidant genes. The main regu-
lator of this specific antioxidant phenotype is the nuclear factor-erythroid-2 
(Nrf2) transcription factor, which regulates the basal and inducible expres-
sion of numerous detoxifying and antioxidant genes.29,30 Under normal 
conditions, Nrf2 is held in the cytoplasm by the specific inhibitory protein 
KEAP1. Oxidative modification of cysteine residues of KEAP1 induces con-
formational changes and a loss of Nrf-2 binding, allowing Nrf2 to translocate 
to the nucleus where it heterodimerizes with specific co-factors, and leads to 
the transcription of various genes through the regulatory regions of antioxi-
dant response elements (AREs).29,31 Some of the genes activated by stress- 
induced activation of Nrf2 are heme oxygenase1 (HO-1), NAD(P)H-quinone 
oxidoreductase-1 (NQO1), and glutathione S-transferases (GSTs).

Table 7.2    Major molecular pathways of stress response in human cells.

Stress response Common stressors Sensors and effectors

Heat shock response  
(HSR)

Heat, exercise, heavy  
metals, natural and  
synthetic small  
molecules, antibiotics

Heat shock transcription 
factors (HSF), heat 
shock proteins (Hsp), 
proteasome

Unfolded protein response 
(UPR) in endoplasmic 
reticulum (ER) and 
mitochondria (mt)

Unfolded and misfolded 
proteins, cytokines

ER-chaperones,  
mt-chaperonins, Hsp, 
proteasome

Autophagic response Nutritional limitation, 
hypoxia, damaged 
organelles

Autophagosomes, 
lysosomes

Oxidative stress response Oxidants, free radicals, 
reactive oxygen species

Transcription factors 
(Nrf2, FOXO), heme-
oxygenase, antioxidative 
enzymes (SOD, catalase, 
glutathione)

DNA damage response 
(DDR)

Radiation, reactive oxygen 
species

DNA damage sensors 
(ATM, ATR), p53, DNA 
repair proteins

Inflammatory response Pathogens, allergens,  
damaged 
macromolecules

Nuclear factor—κB 
transcription factors, 
cytokines, nitric oxide 
synthase (NOS)

Sirtuin-mediated response Energy depletion,  
metabolic imbalance

Sirtuins
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Activation of DNA repair enzymes in response to DNA damage is another 
SR, which is essential for the maintenance of genomic stability.32–34 Both 
acute and chronic inflammations are protective SR mechanisms in the wake 
of cell and tissue injury.35–38 Similarly, one of the main inflammatory media-
tors is the transcription factor NF-κB, which together with other mediators, 
such as TNF-α, IL-6, NOS, and prostaglandins, has important homeodynamic 
functions, including repair of tissues, control of metabolism, and regulation 
of the hypothalamus–pituitary axis.37

Although the exact nature of the initial molecular damage caused by a con-
dition may not be easily identified, activation of one or more SR pathways is 
a good indicator of the potential occurrence of hormesis. However, an induc-
tion of a specific SR pathway as the first response (immediate response) does 
not rule out the induction of one or more other SR pathways later on (delayed 
response). A complete and successful SR for effective homeodynamics and 
for the maintenance of the homeodynamic space includes both immediate 
and delayed SR. As argued previously,13 it is important that all SR pathways 
are analyzed simultaneously and a complete stress response profile (SRP) is 
established under a given condition, such as age, health and disease status, 
and during and after exposure to single or multiple stressors. Determining 
SRP is essential for establishing the nature and extent of the homeodynamic 
space of cells, tissues and organisms. Furthermore, being able to map the 
kinetics and amplitude of different SR, and their effects on each other, can be 
the basis to evaluate the health status of an individual and to develop effec-
tive means of aging modulators and maintainers of homeodynamic space.

7.4   Hormetins for Health and Longevity
A condition that can bring about health beneficial effects through mild 
stress-induced hormesis is termed as a hormetin.39–41 Sometimes the term 
“adaptogens” is also used for such agents.42 Hormetins are further catego-
rized as: (1) physical hormetins, for example exercise, heat, gravity and irra-
diation; (2) psychological or mental hormetins, such as intense brain activity 
and focused attention or meditation; and (3) nutritional hormetins, such as 
flavonoids, polyphenols and other chemicals, including micronutrients in 
spices and other food sources. Chronic calorie restriction (CR) and intermit-
tent fasting are also considered as nutritional hormetins because these con-
ditions also induce SR and lead to physiological hormesis.43–45

A very important observation in studies of hormesis is that a single horme-
tin can strengthen the overall homeodynamics of cells by initiating a cas-
cade of processes resulting in a biological amplification of the beneficial 
effects.46,47 Moderate and repeated physical exercise as a hormetin is the best 
example of holistic stress-induced hormesis. Exercise initially increases the 
production of free radicals, acids and aldehydes, which leads to the activa-
tion of a series of SR pathways, and eventual health beneficial effects are 
achieved.48–50 Most importantly, exercise-associated health benefits are not 
limited to the site of exercise, but spread to the whole body level, including 
overall physical and mental well-being.
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Various hormetins that have been reported to modulate aging and longev-
ity in cells and model organisms include heat shock, irradiation, heavy met-
als, pro-oxidants, acetaldehyde, alcohols, hypergravity, exercise, mechanical 
stretching, electromagnetic field, food restriction and mental challenge.39,51,52 
Nutritional hormetins, especially those derived from plant sources, have 
generated much scientific interest for their health beneficial effects. This is 
because of the realization that not all chemicals found in plants are benefi-
cial in a simple and straight-forward manner. Instead, these non-nutritional 
food components cause molecular damage by virtue of their electrochemical 
properties and have a typical biphasic hormetic dose response. Some exam-
ples of nutritional hormetins are those containing phenolic acids, polyphe-
nols, flavanoids, ferulic acid, geranylgeranyl, rosmarinic acid, resveratrol, 
kinetin, zinc, and the extracts of tea, dark chocolate, saffron and spinach.5,53 
Chronic CR, intermittent fasting and CR-mimetics, including rapamycin 
and its analogues, are other examples of nutritional hormetins as drugs for 
healthy aging and longevity.54–56

7.5   Discovering Novel Hormetins
Putting test materials through a screening process for their ability to induce 
one or more SR pathways in cells and organisms is a promising strategy for 
discovering novel hormetins.5 A general scheme for screening natural and 
synthetic single compounds or complex extracts as hormetins for human 
beings involves initial testing by using normal diploid human cells in cul-
ture. The use of normal diploid cells is very important for such studies, since 
immortal cell lines usually have one or more genetic and metabolic devi-
ations, which are rarely comparable to normal cells. An important aspect 
of normal diploid cells is the Hayflick phenomenon of limited proliferative 
capacity and replicative senescence, which is a model of aging in vitro.57

Determining dose-dependent, time-dependent and age-dependent SR 
profiles is the first step in discovering novel hormetins.13,40,41 Since most of 
the early SR markers are transcription factors (see Table 7.2), which undergo 
post-translational modifications and translocate from the cytoplasm to the 
nucleus, immunofluorescence microscopy showing this cytoplasm-to- 
nuclear shift may be sufficient at this stage. However, for identifying the late 
SR effectors, such as induced synthesis of Hsp, chaperones, cytokines, sirtu-
ins and other antioxidative enzymes, both gene-array expression analysis for 
mRNA levels and proteomic analysis for protein levels will be required.

The initial screening of test materials as potential hormetins by determin-
ing their effects on early and late SR markers must be followed by performing 
cell type-specific functional assays. Furthermore, the cell type to be used for 
such a screening will depend on the biological end-point that one expects 
to improve by hormetin treatment. Some of the cell type-specific assays that 
can be used for testing novel hormetins are: cellular motility and wound 
healing assay for fibroblasts, induction of differentiation for stem cells and 
keratinocytes, blood vessel formation by endothelial cells, osteocalcin and 
mineralized matrix formation by osteoblasts, and muscle fiber formation by 



Chapter 7176

muscle cells. Similarly, other cell type-specific markers for other cells, such as 
neurons, hepatocytes, immune system cells and others, should be employed. 
Only after this step, one could take the tested material for its further testing 
as a prospective hormetin at the tissue, organ and organismal level.

A recent example of a successful hormetin product development following 
the strategy outlined above is a skin care cosmetic.5 This was achieved by 
analyzing the stress-inducing effects of active ingredients extracted from the 
roots of the Chinese herb Sanchi (Panax notoginseng). Ginsenosides extracted 
from Sanchi induced the transcription of stress genes and increased the syn-
thesis of stress proteins, especially HSP1A1 in normal human keratinocytes 
and dermal fibroblasts.5 Once recognized as a potential hormetin based on 
the criteria described above, Sanchi extract was then further tested for its 
effects on human skin by following the established clinical protocols used in 
skin care research.53

7.6   Drugs for Health and Longevity
A drug, as defined by the World Health Organisation (WHO) in 1994, refers to 
“…any substance with a potential to prevent or cure disease or enhance physical 
or mental welfare..., and that alters the biochemical or physiological processes…” 
(http://www.who.int/substance_abuse/terminology/who_ladt/en/). Thus a drug 
can be both AGAINST a disease or FOR health and well-being. Hormetins are 
drugs for health by strengthening the homeodynamic space.

An important issue here is how to define and measure health. Health is 
often described either in the context of the absence of one or more diseases 
or as a vague concept of well-being, without having any objective measures 
for that. For example, the WHO’s definition of health as “a state of complete 
physical, mental and social well-being and not merely the absence of disease or 
infirmity” (http://www.who.int/topics/mental_health/en/), does not clarify 
what is meant by well-being in definitive terms. Furthermore, this is an ide-
alized state, which perhaps no one can have.

Health has also been defined as the ability to adapt and self manage.58 
Although this definition includes certain aspects of functionality, it still 
implies a kind of an idealized state of adaptation and self-management. A 
pragmatic and realistic definition of health has been put forward taking into 
consideration the functionality of the living system as a crucial phenotype. 
Employing the concept of activities of daily living (ADL), health is defined as 
having “adequate” physical and mental independence in ADL.9 This state of 
adequacy can vary widely depending on biological factors, such as genetics 
and age, and on psycho-social factors, such as personal temperament, cul-
tural values and peer pressure. Yet, it can be possible to establish “adequate 
health” objectively by measuring a series of functional markers, including 
basic characteristics of the homeodynamic space.

Finally, the notion of applying single or multiple hormetins as drugs for 
health and longevity is based in the fundamental understanding of aging 
as a complex, holistic and individualistic phenomenon. Of course there are 
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several important issues yet to be resolved with respect to the dose, frequency 
and the combination of hormetins. This will be surely achieved by ongoing 
systematic research in the field of hormetics, using a wide variety of experi-
mental systems, including cultured cells, simple organisms, mammals and 
healthy human beings.59

References
 1.  E. J. Calabrese, Environ. Pollut., 2013, 182, 452.
 2.  C. M. Southam and J. Ehrlich, Phytopathology, 1943, 33, 517.
 3.  E. J. Calabrese, K. A. Bachmann, A. J. Bailer, P. M. Bolger, J. Borak, L. Cai, 

N. Cedergreen, M. G. Cherian, C. C. Chiueh, T. W. Clarkson, R. R. Cook, 
D. M. Diamond, D. J. Doolittle, M. A. Dorato, S. O. Duke, L. Feinendegen, 
D. E. Gardner, R. W. Hart, K. L. Hastings, A. W. Hayes, G. R. Hoffmann, 
J. A. Ives, Z. Jaworowski, T. E. Johnson, W. B. Jonas, N. E. Kaminski, J. G. 
Keller, J. E. Klaunig, T. B. Knudsen, W. J. Kozumbo, T. Lettieri, S. Z. Liu, 
A. Maisseu, K. I. Maynard, E. J. Masoro, R. O. McClellan, H. M. Mehen-
dale, C. Mothersill, D. B. Newlin, H. N. Nigg, F. W. Oehme, R. F. Phalen, 
M. A. Philbert, S. I. S. Rattan, J. E. Riviere, J. Rodricks, R. M. Sapolsky,  
B. R. Scott, C. Seymour, D. A. Sinclair, J. Smith-Sonneborn, E. T. Snow,  
L. Spear, D. E. Stevenson, Y. Thomas, M. Tubiana, G. M. Williams and M. P. 
Mattson, Toxicol. Appl. Pharmacol., 2007, 222, 122.

 4.  R. E. Ali and S. I. S. Rattan, Ann. N. Y. Acad. Sci., 2006, 1067, 394.
 5.  S. I. S. Rattan, Expert Opin. Drug Discovery, 2012, 7, 439.
 6.  S. I. S. Rattan, Ann. N. Y. Acad. Sci., 2000, 908, 282.
 7.  S. I. S. Rattan, Free Radical Res., 2006, 40, 1230.
 8.  S. I. S. Rattan, in Encyclopedia of Gerontology, ed. J. Birren, Elsevier Inc., 

UK, 2nd edn, 2007, pp. 696–699.
 9.  S. I. S. Rattan, Biogerontology, 2013, 14, 673.
 10.  F. E. Yates, Math. Comput. Model., 1994, 19, 49.
 11.  S. I. S. Rattan, Biol. Chem., 2008, 389, 267.
 12.  E. J. Calabrese, I. Iavicoli and V. Calabrese, Biogerontology, 2012, 13, 215.
 13.  D. Demirovic and S. I. S. Rattan, Exp. Gerontol., 2013, 48, 94.
 14.  P. Verbeke, J. Fonager, B. F. C. Clark and S. I. S. Rattan, Cell Biol. Int., 2001, 

25, 845.
 15.  D. R. Ciocca and S. K. Caderwood, Cell Stress Chaperones, 2005, 10, 86.
 16.  R. K. Leak, J. Cell Commun. Signal., 2014, 8, 293.
 17.  A. Lee, Trends Biochem. Sci., 2001, 26, 504.
 18.  J. H. Lin, H. Li, D. Yasumura, H. R. Cohen, C. Zhang, B. Panning, K. M. 

Shokat, M. M. LaVail and P. Walter, Science, 2007, 318, 944.
 19.  M. Ni and A. S. Lee, FEBS Lett., 2007, 581, 3641.
 20.  H. Yoshida, FEBS J., 2007, 274, 630.
 21.  G. Banhegyi, P. Baumeister, A. Benedetti, D. Dong, Y. Fu, A. S. Lee, J. li,  

C. Mao, E. Margittai, M. Ni, W. Paschen, S. Piccirella, S. Sensei, R. Sitia, 
M. Wang and W. Yang, Ann. N. Y. Acad. Sci., 2007, 1113, 58.



Chapter 7178

 22.  Q. Zhao, J. Wang, I. V. Levichkin, S. Stasinopoulos, M. T. Ryan and N. J. 
Hoogenraad, EMBO J., 2002, 21, 4411.

 23.  S. C. Kaul, C. C. Deocaris and R. Wadhwa, Exp. Gerontol., 2007, 42, 263.
 24.  S. W. Ryter and A. M. K. Choi, J. Biochem. Pharmacol. Res., 2013, 1, 176.
 25.  G. Filomeni, D. De Zio and F. Cecconi, Cell Death Differ., 2015, 22, 377.
 26.  J. Zhang, Redox Biol., 2015, 4, 242.
 27.  W. Giblin, M. E. Skinner and D. B. Lombard, Trends Genet., 2014, 30, 271.
 28.  A. Efeyan, W. C. Comb and D. M. Sabatini, Nature, 2015, 517, 302.
 29.  H. Motohashi and M. Yamamoto, Trends Mol. Med., 2004, 10, 549.
 30.  S. Singh, S. Vrishni, B. K. Singh, I. Rahman and P. Kakkar, Free Radical 

Res., 2010, 44, 1267.
 31.  T. Yamamoto, K. Yoh, A. Kobayashi, Y. Ishii, S. Kure, A. Koyama, T. Saka-

moto, K. Sekizawa, H. Motohashi and M. Yamamoto, Biochem. Biophys. 
Res. Commun., 2004, 321, 72.

 32.  R. Hakem, Embo J., 2008, 27, 589.
 33.  J. Vijg, Mech. Ageing Dev., 2008, 129, 498.
 34.  A. A. Moskalev, M. V. Shaposhnikov, E. N. Plyusnina, A. Zhavoronkov,  

A. Budovsky, H. Yanai and V. E. Fraifeld, Ageing Res. Rev., 2012, 11, 51.
 35.  J. M. Kyriakis and J. Avruch, J. Biol. Chem., 1996, 271, 24313.
 36.  R. Njemini, C. Demanet and T. Mets, Biogerontology, 2004, 5, 31.
 37.  R. Medzhitov, Nature, 2008, 454, 428.
 38.  S. Vasto, G. Carruba, D. Lio, G. Colonna-Romano, D. Di Bona, G. Candore 

and C. Caruso, Mech. Ageing Dev., 2009, 130, 40.
 39.  S. I. S. Rattan and D. Demirovic, in Hormesis: A Revolution in Biology, 

Toxicology and Medicine, ed. M. P. Mattson and E. Calabrese, Springer, 
New York, 2009, pp. 153–175.

 40.  S. I. S. Rattan and D. Demirovic, Dose-Response, 2010, 8, 58.
 41.  S. I. S. Rattan and D. Demirovic, in Calorie Restriction, Aging and Longevity, 

ed. A. V. Everitte, S. I. S. Rattan, D. G. Le Couteur and R. de Cabo, Springer, 
Dordrecht, 2010, pp. 233–245.

 42.  F. A. Wiegant, S. Surinova, E. Ytsma, M. Langelaar-Makkinje, G. Wikman 
and J. A. Post, Biogerontology, 2009, 10, 27.

 43.  Calorie Restriction, Aging and Longevity, ed. A. V. Everitt, S. I. S. Rattan,  
D. G. Le Couteur and C. de Cabo, Springer, New York, 2010.

 44.  B. D. Horne, J. B. Muhlestein and J. L. Anderson, Am. J. Clin. Nutr., 2015, 
102, 464.

 45.  M. P. Mattson, Dose-Response, 2014, 12, 600.
 46.  Hormesis – A Revolution in Biology, Toxicology and Medicine, ed. M. P. 

Mattson and E. Calabrese, Springer, New York, 2010.
 47.  S. I. S. Rattan, R. A. Fernandes, D. Demirovic, B. Dymek and C. F. Lima, 

Dose-Response, 2009, 7, 93.
 48.  Handbook of Oxidants and Antioxidants in Exercise, ed. C. K. Sen, L. Packer 

and O. Hänninen, Elsevier, Amsterdam, The Netherlands, 1st edn, 2000.
 49.  Z. Radak, H. Y. Chung and S. Goto, Biogerontology, 2005, 6, 71.
 50.  J. Williamson and M. Pahor, Arch. Intern. Med., 2010, 170, 124.



179Hormetins as Drugs for Healthy Aging

 51.  Mild Stress and Healthy Aging: Applying Hormesis in Aging Research and 
Interventions, ed. E. Le Bourg and S. I. S. Rattan, Springer, Dordrecht, 
The Netherlands, 2008.

 52.  Hormesis in Health and Disease, ed. S. I. S. Rattan and E. Le Bourg, CRC 
Press, Boca Raton, 2014.

 53.  S. I. S. Rattan, Biogerontology, 2012, 13, 83.
 54.  D. K. Ingram and G. S. Roth, Ageing Res. Rev., 2015, 20C, 46.
 55.  J. I. Castillo-Quan, K. J. Kinghorn and I. Bjedov, Adv. Genet., 2015, 90, 1.
 56.  H. E. Walters, S. Deneka-Hannemann and L. S. Cox, Aging, 2016, 8, 1.
 57.  Cellular Ageing and Replicative Senescence, ed. S. I. S. Rattan and L. Hay-

flick, Springer, Dordrecht, 2016.
 58.  M. Huber, J. A. Knottnerus, L. Green, H. van der Horst, A. R. Jadad,  

D. Kromhout, B. Leonard, K. Lorig, M. I. Loureiro, J. W. van der Meer,  
P. Schnabel, R. Smith, C. van Weel and H. Smid, BMJ, 2011, 343, d4163.

 59.  W. Luyten, P. Antal, B. P. Braeckman, J. Bundy, F. Cirulli, C. Fang-Yen,  
G. Fuellen, A. Leroi, Q. A. Liu, P. Martorell, A. Metspalu, M. Perola, M. 
Ristow, N. Saul, L. Schoofs, K. Siems, L. Temmerman, T. Smets, A. Wolk 
and S. I. S. Rattan, Biogerontology, 2016, 17, 771.



Section III

Antioxidants



         



183

RSC Drug Discovery Series No. 57
Anti-aging Drugs: From Basic Research to Clinical Practice
Edited by Alexander M. Vaiserman
© The Royal Society of Chemistry 2017
Published by the Royal Society of Chemistry, www.rsc.org

CHAPTER 8

Antioxidant Therapy of Aging: 
From Free Radical Chemistry to 
Systems Theory of Reliability
V. K. KOLTOVERa

aInstitute of Problems of Chemical Physics, Russian Academy of Sciences, 
Chernogolovka, Moscow Region, 142432, Russia
*E-mail: koltover@icp.ac.ru

 

8.1  Introduction: Historical Synopsis
Aging is a universal process to which all organisms, both multi-cellular and 
unicellular, are subjected. Some researchers consider aging as the last stage 
of a genetic program of ontogenesis and believe that there exist special “aging 
genes” that regulate aging and death. Other researchers believe that aging 
is  a  stochastic  process  occurring  through  the  progressive  accumulation  of 
damage  in  macromolecules,  including  DNA,  proteins  and  lipids.1,2  In  this 
research direction, the free radical theory of aging, which was put forward in 
the 1950s, has determined the most heuristic lines of investigations.

The vigorous research of free radical processes and antioxidants in biology 
and medicine started in the mid-20th century. This was stimulated by award-
ing the Nobel Prize in Chemistry to Cyril Hinshelwood and Nikolay Semenov 
in 1956 for the studies of free radical mechanisms of chain radical reactions. 
By  the  mid-1950s,  it  was  already  known  that  free  radicals,  specifically  the 
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hydroxyl radical (OH•), arise in water under the action of ionizing radiation 
and that toxic products of free radical-induced lipid oxidation appear in ani-
mal tissues on exposure to ionizing radiation.3,4

The  idea that  free radicals of oxygen are responsible  for  the oxygen tox-
icity  was  stated  by  Gershman  and  Gilbert  in  1954  (quoted  from  ref.  4).  At 
the same time, the free radical hypothesis of aging was put forward by Har-
man.5–7 In his works, inhibitors of free radical chain oxidation, the so-called 
antioxidants, were proposed for prolongation of life of humans and animals. 
Harman was the first to test this hypothesis in experiments with laboratory 
animals.  It was discovered  that  the antioxidant,  radiation-protector 2-mer-
captoethylamine,  prolongs  life  spans  of  C3H  female  mice  (26%)  and  AKR 
male mice (29.2%).6,7 Since then, the beneficial effects of antioxidant therapy 
were experimentally proved over and over again (see ref. 7 and 8). Currently, 
however, the mechanism of action of antioxidants in living systems (in vivo) 
does not seem as unambiguous as half a century ago.

At the end of the 20th century, a new approach to the problems of aging 
was developed on the basis of theory of reliability.9–19 This review is designed 
to show  that  the systems  theory  of  reliability  allows  the  programmed and 
stochastic events  to  be  integrated  into  a  single  united  theory.  In  addition, 
this review presents the data that antioxidants provide preventive protection 
from free radicals via the beneficial effects of the antioxidants on the system 
of neuro-hormonal regulation along with their systems reliability effects on 
microbiota cells.

8.2  Aging Versus Reliability
8.2.1  Theory of Reliability: Basic Ideas
Biological objects are constructs, i.e. all of them are designed according to 
special genetic programs with the aim to perform predetermined functions. 
Similarly to technical devices, biological constructs are not perfectly reliable 
in  operation:  malfunctions  happen  alternating  with  the  normal  operation 
function acts. In engineering, reliability is defined as the ability of an object 
to perform its function for a given time under given conditions. The same 
intuitive definition of reliability fits biological systems.10–19 Conferences that 
were  initiated by Ukrainian Academy of Sciences  in Kiev, Ukraine, starting 
from  1975,9  spurred  the  studies  on  reliability  (“robustness”)  of  biological 
systems, confirming the old saying of the Middle Ages that “Teaching comes 
from Kiev”.

In  engineering,  the  longevity  of  a  device  is  programmed  inasmuch  as 
structures  of  functional  elements,  their  quality  and  quantity,  interconnec-
tions between them, the means of replacing failed elements and so on are 
predetermined,  i.e. “preset”. At  the same time, a device  is subjected to the 
influence  of  random  factors  of  internal  and  external  origin:  load  fluctua-
tions, noises in the elements, random disturbances in interconnections, etc. 
Thus,  both  the  constructional  particularities  of  the  device  (program)  and 
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the random factors (stochastics), should be taken into account. Hence, the 
theory of reliability naturally suggests methodology and mathematical appa-
ratus for building a unified theory of aging of living systems that can encom-
pass both programmed and stochastic events.

The  important  line  of  supporting  the  systems  reliability  is  redundancy, 
when redundant components of the same type are introduced to fulfill one 
and  the  same  function  in  the  device.  Indeed,  all  essential  biomolecular 
constructions  in cells are present  in superfluous amounts. The  redundant 
amounts  of  mitochondria  and  other  organelles  represent  the  examples  of 
structural  reservation.  The  elimination  of  hydrogen  peroxide  (H2O2)  and 
organic peroxides from cells by two different enzyme systems, catalase and 
glutathione peroxidase, is an example of functional reservation.

The main line of creating reliable devices from unreliable functional com-
ponents  is,  however,  in  the  timely  supplying  of  repair  and  replacement  of 
unreliable functional elements. Repair and renewal processes proceed in all 
complex biological systems starting from the level of cells. In order to pro-
vide a failure rate as low as possible, components are to be replaced for novel 
ones before the phase of their wear-out begins. The failure rate of the system 
may become intolerably high if components are replaced only as they have 
been damaged or worn-out. Hence, the preventive replacement of functional 
elements  that  follows  the  pattern  preset  in  the  cell  genome,  the  so-called 
metabolic turnover, seems to be the main line of providing the high reliability 
of biological systems.

8.2.2  Preset Reliability Prescribes Lifespan
It is generally known that any organism is a hierarchical structure in which 
a  relatively  small  number  of  key  elements  that  manage  a  large  number  of 
executive elements can be distinguished. The template principle of organi-
zation of living systems implies that information DNA structures are of the 
first  operation  importance  in  the  cell  hierarchy.  A  multi-cellular  organism 
is governed by the genes of a special anatomically isolated group of cells. In 
animals,  for  instance,  these  are  the  specialized  neurons  of  the  hypothala-
mus. Furthermore, from the mathematical theory of reliability, it is known 
that  the  effectiveness  of  the  operation  of  a  complex  system  is  determined 
mainly by the reliability of its governing elements, “the power structure”.19

Following  this  line,  the  systems  reliability  approach  to  the  problems  of 
aging  was  developed  in  our  papers.10–19  This  approach  is  based  on  simple 
general  principles.  The  first  one  is  the  template  principle  of  organization 
of  living  systems  implying  that  information  structures  rank  first  in  cell 
hierarchy. An organism works  like a system of biomolecular constructions 
designed  in  accordance  with  the  genetic  program  (information plan)  in 
order  to  perform  the  preset  programmed  functions  (purpose).  The  second 
one  is  that  all  biomolecular  constructions  operate  with  limited  reliability, 
namely, for each and every biological device or bionanoreactor, starting from 
enzymes, normal operation acts alternate with accidental malfunctions. The 
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third principle states that preventive maintenance replacement of functional 
elements in cells and tissues is the main line of assuring the high systems 
reliability. Following the preset genome pattern, unreliable elements should 
be timely replaced for novel ones before the phase of their wear-out begins. It 
is the so-called metabolic turnover. The fourth principle states that there is 
a finite number of critical elements that perform the supervisory functions 
over  the  organism's  repair  and  renewal  processes,  i.e.  over  the  metabolic 
turnover. Since these critical elements of  the highest hierarchic  level exert 
the control over the systems reliability, they can be called “longevity-assur-
ance  structures”  (LAS).  Inasmuch  as  all  reliability  facilities—among  them 
preventive  maintenance,  repair,  and  redundancy  of  functional  elements—
are genetically limited, stochastic damages in LAS accumulate up to the pre-
set  threshold  dysfunction  levels.  As  a  result,  each  organism  has  a  limited 
life-span.18,19  Indeed,  it  is  common  knowledge  that  there  are  neither  mice 
nor  rats  exceeding  3–4  years  of  age,  and  that  a  human  life-span  does  not 
exceed  ≈120  years  provided  we  take  reliable  data  into  account,  not  sensa-
tional press reports or legends. The limited lifetime of diploid cell strains is 
also a well-known phenomenon. For example, human fibroblasts in vitro die 
or mutate into cancer cells after performing about 50 doublings. American 
biologist Hayflick discovered  this effect  in 1961  (see ref. 1 and 2). Russian 
biologist Olovnikov explained Hayflick’s limit suggesting the mechanism of 
the incomplete copying of telomere ends of DNA. According to Olovnikov’s 
theory of marginotomy, every cell division is accompanied by the reduction 
of  the  telomere ends of cell chromosomes.20  In essence,  it means that  the 
cell division stops as soon as the telomere circumcision runs up to the limit 
fatal level.

Following the reliability-theory approach, the simple mathematical model 
of aging was suggested first  in our papers.10–12  It was  taken that LAS accu-
mulate stochastic flaws resulting in disarray of their functions. Account was 
also taken of another widespread peculiarity of living systems, i.e. the exis-
tence of threshold values for the most important functional parameters. The 
organism has been assumed to perish the moment that any of LAS develops 
a threshold dysfunction (a limit, mc). As a matter of fact, the life-span of the 
organism is determined by the threshold dysfunction of the worst LAS, i.e. 
by the weakest link’s longevity. If N is the number of LAS, then the survival 
function is given by the smallest value of the random sample of size N with 
the following approximation for mortality rate:
   

  h(t) = Δn(t)/n(t)Δt = h0 exp(γt), h0 = γN/[exp(γT) − 1]  (8.1)

   
where n(t)  is  the number of  live persons of  the age  t, Δn  is  the number of 
those who died during the time interval Δt, parameters h0 and γ are indepen-
dent of time.10–19

The exponential growth of mortality rate with time has long been known 
in  quantitative  gerontology  and  demography  as  the  so-called  “Gompertz 
law”  of  mortality.  It  has  been  confirmed  for  people  (of  age  approximately 
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from 35 to 90 years), other mammals, flies, and mollusks.1,2 Moreover, it was 
shown that aging of prokaryote cells, Acholeplasma laidlawii, in the stationary 
phase of growth—namely loss of viability measured as their ability to form 
macro-colonies—follows the same kinetic pattern.21 It is noteworthy that the 
cited work21 was the first one where it was demonstrated that the cell viability 
in cell cultures declines accordingly to the Gompertz law. Thus, the universal 
feature of aging, the Gompertz law of mortality, gets its explanation in the 
context of the reliability-theory approach stated above.

The limit life-span T in eqn (8.1) has appeared as the direct result of exis-
tence of the limit dysfunction, mc, for LAS. This limit T is the life-span of an 
“ideal” organism with no  initial flaws at  t  = 0.  If we  take  from the  review1 
that the maximum life-span for human populations, on average, is about 95 
years, the magnitude of γ varies from 0.0612 to 0.119 years−1 and the mag-
nitude of h0 varies from 0.820 × 10−3 to 0.022 × 10−3 years−1, then, using the 
expression for h0, we find that N ≈ 5–15. The values of N for dogs, mice and 
mares  calculated  by  the  relevant  values  of  parameters  (T,  h0,  γ)  fall  in  the 
same order of magnitude too.

An analytical transition from the abstract “longevity-assurance structures” 
to real biomolecular structures seems to be not easier  than similar  transi-
tions from the “generalized co-ordinates” in theoretical physics. It is worthy, 
however,  to  note  that  this  estimation  corresponds,  by  the  order  of  magni-
tude, to the number of the so-called “longevity-assurance genes” which have 
been recently discovered in nematodes, yeasts, drosophilae, mice, and other 
organisms (see in ref. 2 and 22). In humans and animals, these “longevity-as-
surance genes” are believed to be located in the special neurons of the supra-
chiasmatic nucleus of the hypothalamus.

8.3  Free-Radical Failures
8.3.1  Free-Radical Malfunctions of Electron-Transport 

Nanoreactors
The  oxygen  radical  anion  (O2

•−),  the  most  important  source  of  chemically 
reactive  “toxic”  oxygen  species,  is  produced  in  cells  and  tissues  of  all  aer-
obic organisms.23–27 The main bulk of O2

•− is formed as by-product of elec-
tron transport in cell mitochondria, the organelles that use up to 99% of all 
oxygen  consumed  by  cells  for  ATP  synthesis.  Normal  functioning  of  elec-
tron-transport nanoreactors (ETN) of mitochondria lies  in the transport of 
electrons from the oxidation substrates, NADH and succinate, to cytochrome 
oxidase and then to oxygen with reduction of oxygen molecules to water and 
synthesis of ATP (see ref. 24). However, the reliability characteristics of mito-
chondrial nanoreactors are not perfect. As a result, normal elementary acts of 
electron transfers alternate with accidental malfunctions, which result in the 
formation of O2

•−. From the reliability point of view, the fact that this radical 
appears is to be considered as the random malfunction of ETN, similarly to 
“recurrent failures” in engineering.10–19 Among other possible generators of 
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O2
•− in cells and tissues, there are NADPH-cytochrome-C-reductase and cyto-

chrome  P-450  of  endoplasmic  reticulum,  xanthine  oxidase,  catecholamine 
and other biogenic amines, mono- and di-amine oxidases, aldehyde oxidases,  
oxidases of d-aminoacids, d-galactosidase, lipoxigenase, nitric oxide synthase, 
leukoflavines, hemoglobin and myoglobin, ascorbate, NADPH-oxidase of 
phagocytes and other so-called NOX enzymes (NADPH oxidases).23,26

From chemistry,  it  is known that hydrogen peroxide (H2O2) is formed as 
the product of the reaction of dismutation of the O2

•− radicals:
   

  O2
•− + O2

•− + 2H+ ⇒ H2O2 + O2  (8.2a)

   
Next, O2

•− reacts with H2O2 with the formation of the OH• radical, which is 
known as a strong oxidant, the so-called Haber–Weiss reaction:
   

  O2
•− + H2O2 ⇒ OH + OH• + O2  (8.2b)

   
Moreover,  this reaction is accelerated in the presence of  ions of variable 

valence, like iron (Fenton reaction):
   

  O2
•− + Fe3+ ⇒ Fe2+ + O2  (8.2c)

  Fe2+ + H2O2 ⇒ Fe3+ + HO• + HO−  (8.2d)

   
Besides, there are reasons to believe that O2

•− can react with the nitric oxide 
(NO•) radical with the formation of peroxynitrite (ONOO−):
   

  O2
•− + NO• + H+ ⇒ O=N–O–OH  (8.3a)

  O=N–O–OH ⇒ O=NO• + HO•  (8.3b)

  O=N–O–OH ⇒ ONOO− + H+ ⇒ NO3
− + H+  (8.3c)

   
Peroxynitrite is considered as a strong oxidant and nitrating species that 

mediates the biological effects of the superoxide and the nitric oxide.25,27

To protect cell structures from O2
•− and its toxic chemical products, there is 

a special defense enzyme, superoxide dismutase  (SOD), which catalyzes  the 
reaction of dismutation of O2

•− into H2O2 and oxygen. There are three kinds of 
SOD, mitochondrial Mn-SOD, cytosolic Cu,Zn-SOD and periplasmatic Fe-SOD. 
SOD enzymes work in cooperation with other antioxidant enzymes, catalase 
and glutathione peroxidase, which catalyze decomposition of H2O2.23–26

The reliability theory approach to the problems of free-radicals and aging 
was first proposed in.10–12 Elementary acts of occurrence of O2

•−, as well as 
elementary acts of disappearance of O2

•− in the dismutation reaction, are sto-
chastic processes.  Inasmuch as SOD,  like all other enzymes, operates with 
limited reliability, the O2

•− radicals can slip through the SOD defense system. 
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We have analyzed the stochastic dynamics of this system by the mathemat-
ical “Birth and Death” model often used in mathematical reliability theory. 
The  calculations,  based  on  the  experimental  data  from  the  available  liter-
ature, show that the probability of the slipping of O2

•− through the mtSOD 
defense is about 1.9 × 10−5, i.e., about 2 radicals from every hundred thousand 
may penetrate the defense system.10–12  It  is noteworthy that O2

•− can pene-
trate through lipid membranes.28 Hence, with the intense electron transport 
fluxes in mitochondria and outside, the probability of O2

•−-induced free- 
radical damages in cells can be high enough.

8.3.2  Free-Radical Redox-Timer of Aging
In the case of functional damages in LAS caused by the O2

•− radicals, the  
following equation was derived for the maximum lifespan:11–14
   

  T = mc/[(qV/E)u + D]  (8.4)

   
In this equation, V is respiration rate, q is probability of the malfunction 

in electron  transport nanoreactors  leading  to occurrence of O2
•−, E  is  the 

activity of SOD in LAS, and u is the probability of the free-radical failures to 
provoke functional violations. This parameter, u, is to take into account the 
next lines of defense, from special enzymes of reparation of DNA to other 
repair and renewal processes in cells and tissues. The higher the reliabil-
ity of the defense, the less the value of this parameter is. In essence, the u 
parameter takes into account that deleterious effects of O2

•−, which slipped 
through the SOD defense, are of no concern if the preventive replacement 
of the damaged biological constructions is properly maintained. Lastly, D is 
the index to incorporate other damage factors that are not associated with 
oxygen free radicals. As a matter of fact, eqn (8.4) is the reliability explana-
tion of  the well-known “Rubner scaling relation”,  that  there  is an  inverse 
correlation between the species-specific resting metabolism and the maxi-
mum life spans of species.

The data on SOD activity  in tissues of brain,  liver and heart of men and 
animals of thirteen species were published by Cutler’s group in ref. 29. These 
data and the data on resting specific metabolic rates in the tissues of the spe-
cies were used to plot the graphs of the reciprocal of the maximum life-spans 
(1/T) as a function of the ratio V/E values, according to eqn (8.4).

Figure 8.1 represents the graph for the brain tissues.
In  line  with  the  prediction  of  our  model,  the  linear  correlations  were 

obtained for brain, liver and heart:
   

  1/T = (0.0132 ± 0.0002)(V/E) + (0.004 ± 0.002), r = 0.997 (brain)  (8.5a)

  1/T = (0.0144 ± 0.0003)(V/E) + (0.005 ± 0.002), r = 0.997 (liver)  (8.5b)

  1/T = (0.0110 ± 0.0009)(V/E) + (0.011 ± 0.006), r = 0.981 (heart)  (8.5c)
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By using the free coefficient D, it was estimated that the longevity of the 
human brain could reach 250 years should the reliability of the antioxidant 
SOD  defense  be  absolutely  perfect.  By  using  the  free  coefficient  D  of  the 
relevant equations for the heart and liver, the limit longevity values were 
estimated to be 100 and 200 years, respectively.11,12 Although these estima-
tions are illustrative, they do emphasize the large role of ROS in the patho-
genesis of the cardiovascular system.

It has long been known that free radical oxidation damages of DNA, proteins 
and  lipids  take place  in cells and tissues  (see ref. 24 and 26). However, bio-
chemical mechanisms of toxicity of O2

•− are not quite clear. The oxygen radical 
anion O2

•− is not so much an oxidant but, on the contrary, it is a rather powerful 
reductant. It is noteworthy that tissues like the liver, kidney and adrenals with 
a high amount of reduced glutathione (GSH) are also characterized with a high 
level of activity of SOD. This positive correlation between the GSH amount and 
the SOD activity, first noted half a century ago,10,12 has been proved experimen-
tally.30 It suggests that the GSH pool is tracking the intensity of the O2

•− fluxes, 
thereby regulating the SOD activity in cells and tissues.

Since then, a new protein family of NAD+-dependent protein deacetylases 
or  the  so-called  sirtuins  (Silent  Information  Regulators)  has  been  discov-
ered. The first from this protein family, Sir2, was discovered in yeast cells. In 
human and animal organisms, seven sirtuins (Sirt1–7) orthological to yeast 
cell  Sir2  have  now  been  found.31–37  They  are  localized  in  cell  nuclei  (Sirt1, 

Figure 8.1   The  correlation  between  the  reciprocal  maximum  life-span  (1/T)  and 
the ratio of specific metabolic rate to SOD (V/E) in brain for mamma-
lian  species:  1:  house  mouse;  2:  deer  mouse;  3:  common  tree  shrew; 
4: squirrel monkey; 5: bush baby; 6: moustache  tamarin; 7:  lemur; 8: 
African green monkey; 9: Rhesus monkey; 10: olive baboon; 11: gorilla; 
12: chimpanzee; 13: orangutan; 14: man (data compiled from ref. 13).
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Sirt2,  Sirt6,  Sirt7),  cytoplasm  (Sirt1,  Sirt2),  and  mitochondria  (Sirt3,  Sirt4, 
Sirt5). The sirtuins serve as key regulators of many important cell processes, 
including metabolism of glucose, secretion of insulin and adaptation to oxi-
dative stress and hypoxia. For example, Sirt1 produces structural changes in 
chromatin that activate the synthesis of protective proteins, including anti-
oxidant  enzymes,  and  increase  the  number  of  mitochondria  in  the  cells.33 
Some data indicate that Sirt1 and, possibly, other sirtuins regulate the ampli-
tude and duration of the expression of circadian genes (metabolic clock).34 
All these proteins are NAD+-dependent deacetylases/ADP-monoribosyltrans-
ferases.  Moreover,  it  has  been  shown  that  expression  of  the  sirtuin  genes 
depends on the redox state of their intracellular environment.35–37

It stands to reason that O2
•−, as a powerful reducing agent, would signifi-

cantly affect the redox ratio [NADH]/[NAD+] and, thus, provoke undesirable 
changes in expression of the sirtuin genes in the cells that perform the super-
visory functions over the organism’s repair and renewal processes, be it the 
suprachiasmatic nucleus of the hypothalamus or another kind of “longevi-
ty-assurance structures”. The evident consequence of this will be accumula-
tion of free-radical products and other metabolic slag in peripheral cells and 
tissues with the resulting impetus to autophagic or apoptotic cell death and 
age-associated clinical disorders. As a matter of fact, the radicals are targeted 
onto the [NADH]/[NAD+]-dependent sirtuin system that performs, in its turn, 
the function of the biological amplifier of O2

•−.

8.4  Extension of Lifespan by Antioxidants
8.4.1  Antioxidants: Radical Chemistry Standpoint
In  chemistry,  antioxidants  are  compounds,  synthetic  and  natural,  capable 
of  terminating  branching  chain  oxidation.  These  are  mainly  derivatives  of 
phenols, secondary aromatic amines, organic phosphites and sulfides whose 
valence-saturated molecules containing an active hydrogen atom (InH) react 
with an active free radical R• or RO2

•, that runs the oxidative chain, to give 
radical (In•) of the antioxidant:
   

  R• + InH ⇒ RH + In•  (8.6a)

  RO2
• + InH ⇒ ROOH + In•  (8.6b)

   
The relatively unreactive free radical In•, thus formed, cannot participate 

in chain propagation reactions and is destroyed upon collision with another 
radical or the vessel wall. The most common antioxidants are phenolic deriv-
atives in which the OH group is shielded, the so-called “sterically hindered 
phenols” (see ref. 38–40).

Some of the synthetic antioxidants are depicted in Scheme 8.1. The anti-
oxidant  2,6-di-tert-butyl-4-methylphenol,  called  butylated  hydroxytolu-
ene  (BHT)  in  English-language  literature  or  ionol  or  dibunol  in  Russian 
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literature, first  found wide use as stabilizer  for  industrial oils and edible 
fats.  The  antioxidants  based  on  alkyl-substituted  hydroxypyridine,  such 
as  2-ethyl-3-hydroxy-6-methylpyridine  hydrochloride  (Emoxipine),  are 
water-soluble,  unlike  BHT.8,38,40  The  antioxidant  derivatives  of  vitamin  E 
and ubiquinone, the so-called MitoVit E and Mito-Q, also contain in addi-
tion  to  the  hydrophobic  antioxidant  group  a  lipophilic  cationic  group.41 
The  mitochondria-targeted  plastoquinone  compounds  with  rhodamine 
and  a  triphenylphosphonium  as  cations  (SkQ)  were  also  synthesized.42 
Owing to the electric charge of the cation, these molecules are presumed to 
use the mitochondrial transmembrane potential to pass through the mito-
chondrial membranes and get into mitochondria, just those organelles that 
generate the highest amount of ROS.41,42

There are plenty of natural antioxidants starting from “classical” α-tocoph-
erol  (vitamin  E)  and  ascorbic  acid  (vitamin  C).  Most  natural  antioxidants 
are substituted phenols or polyphenolic compounds, which, owing to their 
hydroxyl groups, are capable of inhibiting free-radical chain oxidation reac-
tions  in  model  systems  (in vitro),  for  example,  oxidation  of  linolenic  acid. 
Among antioxidants, even melatonin and other human and animal hormones 
and even amino acids and peptides are mentioned sometimes.43 Most func-
tionally substituted phenols and polyphenols are of plant origin. These are 
querticin, flavones and other flavonoids, simple catechols, which are pres-
ent  in  large amounts  in green tea, and catechol oligomers present  in high 
concentrations in grapes, cocoa beans, etc., carotenoids, tannins, anthocya-
nins, coumarins, hydroxycinnamic acid derivatives, and resveratrol, which is 

Scheme 8.1   Synthetic antioxidants BHT (2,6-di-tert-butyl-4-methylphenol), Emox-
ipine  (2-ethyl-3-hydroxy-6-methylpyridine  hydrochloride),  MitoVit  E, 
Mito-Q, and SkQ. Me = CH3-group.



193Antioxidant Therapy of Aging

especially abundant in grapes and red wine. Some of the natural antioxidants 
are depicted in Scheme 8.2.

With  appropriate  dosage,  natural  and  synthetic  antioxidants  exert  var-
ious  favorable  therapeutic  effects  and  therefore  they  have  been  long  used 
with success in medical practice. For example, BHT is used to treat burns, 
gunshot  wounds,  trophic  ulcers,  and  bladder  cancer.  Mexidol  (2-ethyl-3- 
hydroxy-6-methylpyridine succinate) is used to treat brain circulation disor-
ders, and Emoxipine (hydrochloride of the same pyridine derivative) is used 
in ophthalmology (see ref. 38). The same synthetic antioxidants have proved 
to be effective geroprotectors,  i.e., compounds  that extend the  life span of 
laboratory animals when added to food or drinking water on a regular basis. 
By adding BHT to food, it was possible in some cases to extend the lives of 
some lines of mice and fruit flies by 25 and 30%.44,45 Emoxipine when added 
to drinking water extends the average life spans of fruit flies and mice by 24 
and 38%, respectively (see ref. 8 and 40). The mitochondria-targeted Mito-
Vit  E  and  Mito-Q  had  beneficial  effects  for  treating  sepsis.41  Similar  com-
pounds  based  on  plastoquinone  (SkQ)  were  applied  profitably  against  age 
pathologies in animals, in particular, for treating a number of cardiovascular 
and ocular diseases and even as geroprotectors in experiments on mice or 
other animal species.42 The remarkable geroprotective effects were found for 
resveratrol  (3,5,4′-trihydroxy-stilbene)  in  experiments  with  Drosophila  flies, 
mice, yeasts, nematodes and fish. The extension of the average life span by 
30% in experiments with mice fed on a fatty diet and the extension of the 
maximum life span by 59% in experiments on  fishes were  revealed.46–48 
However,  the  classical  natural  antioxidant,  α-tocopherol,  appears  to  be  of 
comparatively low efficiency in analogous biomedical testing.49

The results of analysis of the rate constants and actual concentrations of 
antioxidants also raise doubts in the fact that antioxidants operate in vivo in 

Scheme 8.2   Natural antioxidants α-tocopherol (vitamin E), resveratrol (3,5,4′-trihy-
droxy-stilbene), garlic acid, quercetin.
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as simple way as in vitro, i.e., as free-radical inhibitors. The oxygen radical 
anion O2

•− seems to be the main source of ROS in aerobic organisms. How-
ever, there are specific enzymes, superoxide dismutases (SOD), in cells and 
tissues and the enzyme reacts with the O2

•− with a rate constant of about 
2 × 109 L mol−1 s−1. Meanwhile, the rate constants for the reactions of ascor-
bic  acid  and  5,7,8-trimethyltocol  (water-soluble  α-tocopherol  derivative) 
with the O2

•− radical do not exceed 105 L mol−1 s−1 while those for hydroxy-
pyridine antioxidants are no more than 102 L mol−1 s−1 (see ref. 38–40). For 
Mito-Q  (ubiquinone-based  antioxidant),  the  rate  constant  for  the  reaction 
with O2

•− in water can be as high as 108 L mol−1 s−1 according to pulse radi-
olysis data.41 However,  in  this case,  too,  it  remains an order of magnitude 
lower  than  for  SOD.  In  principle,  mitochondria-targeted  antioxidants  can 
be accumulated in mitochondria.41,42 However, they can hardly be accumu-
lated up to a concentration comparable with the amount of SOD (about 10−5 
mol L−1) without considerable disturbance of the operation of mitochondrial 
bionanoreactors.

Yet, as was mentioned above, the reliability of the SOD protection is lim-
ited  so  that  there  exists  a  finite  probability  that  the  O2

•−  would  penetrate 
the  SOD  defense,  about  2  radicals  from  every  hundred  thousand.10–12  The 
radicals  that penetrate  the defense system can react with H2O2  to give  the 
hydroxyl OH• radical. However,  it  is also known that  the enzymes catalase 
and glutathione peroxidase, which catalyze hydrogen peroxide decomposi-
tion to water and oxygen, always occur near SOD. The rate constant for the 
reaction of the antioxidant α-tocopherol with the OH• radical can be as high 
as 8 × 1010 L mol−1  s−1  (see  ref. 38–40). The OH•  radical  is known  to  react, 
however, with any organic molecules as a strong oxidant with rate constants 
close  to  the diffusion  limit  (>1010–1011 L mol−1  s−1).38–40 Therefore, none of 
antioxidants  can  compete  for  hydroxyl  radicals  in vivo  with  other  organic 
molecules that are obviously always present around this radical in consider-
ably greater numbers than the molecules of any antioxidant. Of course, the 
peroxyl radicals RO2

• can appear in reactions of OH• radicals with lipids. In 
addition, OH• radicals initiate oxidation of proteins, oxidative degradation of 
DNA and so on (see, for example, ref. 50–52). In vivo, however, RO2

• and other 
products of peroxidation arise mainly as secondary products in the reactions 
that accompany cell death on apoptosis and autophagocytosis during utili-
zation of the cellular waste by lyzosomes and peroxysomes (see, for example, 
a review  in ref. 53). The rate constants  for  the reactions of synthetic and 
natural  antioxidants  with  RO2

•  in  model  reactions  may  range  up  to  about  
106 L mol−1 s−1. However, the antioxidants are unlikely to be highly necessary 
for  scavenging  the  active  radicals  in  the  catabolism.  Besides,  the  reports 
on in vivo yields of the DNA oxidation products for both mitochondrial and 
nuclear  DNA  are  overestimated  due  to  various  artifacts.50  Thus,  manifold 
effects  of  antioxidants  in vivo  can  hardly  be  interpreted  on  the  basis  of 
simple chemical analogy with the action of the same antioxidants as radical 
scavengers in vitro.
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8.4.2  Antioxidants: Reliability-Theory Standpoint
The  most  efficient  way  to  increase  the  systems  reliability  of  complex  sys-
tems  is  well-timed  prevention  of  malfunctions  (failures)  of  functional 
elements.13,15,18,19  Following  this  reliability-theory  guide-line,  it  was  pro-
posed11,12  that  antioxidants  provide  preventive  protections  from  free  rad-
icals  in vivo.  In  this  regard,  the  particular  protection  mechanisms  may  be 
different for antioxidants of different types. For BHT, it was found that this 
antioxidant  prevents  generation  of  O2

•−  radicals  as  by-products  of  electron 
transport in mitochondria. In a study of low-temperature ESR (electron spin 
resonance) signals of rat tissues, we found that BHT increases the myocar-
dium oxygenation.54  It  is known that hypoxia results  in structural damage 
in mitochondrial membranes resulting in considerable decrease in the reli-
ability of electron transport, so that the mitochondria become generators of 
intense O2

•− fluxes.55 It stands to reason that BHT prevents the development 
of  hypoxia  by  increasing  the  degree  of  myocardium  oxygenation  that  pre-
vents the transformation of mitochondria into O2

•− generators.
Furthermore, BHT produces the dramatic hormonal changes  in  the ani-

mal’s  blood.  Figure  8.2  demonstrates  the  increase  of  corticotropin  and 

Figure 8.2   Concentrations  of  corticotropin  (ACTH),  thyrotropin  (TSH),  11-oxy-
corticosteroids  (11-OHCS)  and  l-3,3′,5-triiodothyronine  (T3)  in  blood 
plasma  of  rats  (adult,  4–6  months,  male  Wistar)  in  control  and  after 
injection of antioxidant BHT (data compiled from ref. 57).
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corticosteroids  along  with  the  decrease  of  thyrotropin  and  l-3,3′,5-triiodo-
thyronine in blood plasma of rats after the BHT administration.

Hence, BHT induces the substantial shift in the activity of adenohypoph-
ysis gland, which is the source of corticotropin and thyrotropin hormones, 
and this  is accompanied by the relevant shifts in the activity of peripheral 
endocrine glands, the adrenal cortex (the source of corticosteroids) and the 
thyroid gland (the source of triiodothyronine).56,57 It is common knowledge 
that  the  release of corticotropin  into blood  followed by an  increase  in  the 
synthesis of corticosteroids and a decrease in the synthesis of thyroid hor-
mones  is a significant phase of  the system’s adaptation to stress.  It seems 
that, with regular introduction into animals’ food, BHT as a mild stress fac-
tor ‘trains’ the neuro-hormonal system and, thus, increases the systems reli-
ability, i.e. adaptive capabilities of the organism.56–59 Hence, BHT is actually 
able to decrease the  level of active oxygen species  in myocardial cells and, 
probably, other cells too. However, the beneficial effect of this antioxidant is 
manifested not through direct radical elimination (scavenging), but in a pre-
ventive manner, i.e., upon a decrease in the probability of their generation. 
Besides,  it  was  shown  by  the  spin  probe  technique  that  serum  albumin,54 
a blood protein among the functions of which is transport of the hormone 
aldosterone, sorbs the hydrophobic BHT molecules. The hormone transport 
proteins can presumably serve as the molecular targets of the antioxidant. 
In addition, the BHT injections gave rise to the ESR signal from the nitrosyl 
complex  of  hemoglobin  (NO-Hb)  in  the  animal’s  blood.58  It  is  generally 
known that nitric oxide serves as the signal molecule that causes, in particular, 
the relaxation of arterial smooth muscles that enhances the oxygen supply 
in myocardium.60 Thus, there are the reasons to believe that BHT performs 
preventive maintenance against O2

•− and its reactive products via hormonal/
NO regulation.

The so-called mitochondria-targeted antioxidants can also act in a preven-
tive manner. As the phenolic compounds, MitoVit-E and SkQ41,42 have weakly 
acidic properties and, as such, they can serve as protonophore uncouplers, 
like, for example, 2,4-dinitrophenol, uncoupling electron transport and ATP 
synthesis in mitochondria.24 In addition, hydrophobic cations can transfer 
counter-ions  (anions)  through  a  mitochondrial  lipid  membrane,  thereby 
decreasing the transmembrane potential. Again, it should produce the uncou-
pling effect, according to the Mitchell theory of oxidative phosphorylation.24 
Indeed, molecules combining a hydrophobic part and a cationic group,  in 
particular, a triphenylphosphonium group, serve as efficient uncouplers of 
oxidative phosphorylation in mitochondria. Actually, they were synthesized 
for this purpose, as uncouplers, about 40 years ago.61 It is also known that the 
electron transport in mitochondria experiences a “back pressure” from the 
transmembrane  potential.24  Therefore,  oxidative  phosphorylation  uncou-
plers, in particular, transmembrane transfer agents of protons and anions, 
decrease  the  transmembrane  potential  and  thus  decrease  the  generation 
of O2

•− and other ROS in mitochondria. This provides grounds for believing 
that mitochondria-targeted antioxidants not so much scavenge directly the 
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O2
•−  (or  its protonated form HO2

•) but prevent the formation of these radi-
cals  in  mitochondria.  Besides,  it  is  noteworthy  that  SkQ  synthesized  from 
plant plastoquinone42 proved to be a substantially more efficient therapeu-
tic  agent  in  biomedical  investigations  than  similar  mitochondria-targeted 
antioxidants MitoVit-E and MitoQ synthesized  from vitamin E and animal 
ubiquinone.41

Another  synthetic  antioxidant  2-ethyl-3-hydroxy-6-methylpyridine 
increases the reliability of the electron transporting bionanoreactors as well, 
but the mechanisms of antioxidant prophylaxis in this case differ from those 
for  BHT.  The  antioxidants  based  on  hydroxypyridines  are  analogs  of  pyri-
doxine and pyridoxal phosphate, which are group B6 vitamins. Meanwhile, 
pyridoxal  phosphate  is  a  cofactor  of  glutamate  aspartate  aminotransferase, 
RNA  polymerase,  and  some  other  enzymes  of  biosynthesis  of  nitrogen- 
containing compounds.24 This implies that hydroxypyridine antioxidants are 
the anti-metabolites of vitamin B6 and, as such, they inhibit the key enzymes 
of synthesis of amino acids and nucleotides. In particular, this allows under-
standing of  the efficiency of 2-ethyl-3-hydroxy-6-methylpyridine as a radio-
protector  in  yeast  cell  experiments.  Inhibition  of  biosynthesis  retards  cell 
division and  thus provides  the cells  with  additional  time  for  restoring  the 
genetic structures damaged by ionizing radiation.62

Flavonoids  can  provide  preventive  protection  from  oxygen  radicals  by 
induction  of  specific  antioxidant  enzymes.  For  example,  the  induction  of 
synthesis of Cu,Zn-SOD and catalase was detected in blood erythrocytes of 
humans who received the food additive Protandim  (extracts of five medical 
plants).63 It was concluded that modest induction of the antioxidant enzymes 
SOD and catalase may be a much more effective approach than supplemen-
tation with antioxidants “that can, at best, stoichiometrically scavenge a very 
small  fraction of  total oxidant production”.63  It  is noteworthy  that  resvera-
trol increases the expression and activity of mitochondrial Mn-SOD in vivo.64 
Moreover,  resveratrol  was  found  to  activate  the  expression  of  the  sirtuin 
proteins.46–48

Inasmuch as expression of SOD and other antioxidant enzymes in humans 
and animals is under hormonal control, flavonoids also seem to make their 
preventive maintenance defense through hormonal regulation mechanisms. 
Indeed, in experiments with Macaca mulatta monkeys it was found that the 
diurnal  changes  (circadian  rhythms)  in  the  SOD  activity  in  erythrocytes 
tightly and positively correlate with the diurnal changes in the levels of cor-
tisol  and  dehydroepiandrosterone  sulfate  (DHEAS)  in  blood  plasma.65  For 
young animals, the values of correlation coefficient were 0.92 ± 0.09 (cortisol 
versus SOD) and 0.99 ± 0.02 (DHEAS versus SOD). With aging, the circadian 
rhythms of SOD, cortisol and DHEAS are smoothed out, although the correla-
tion between the diurnal changes in cortisol and in SOD still maintains, even 
for  old  animals.  These  results,  like  the  above-mentioned  experiments  with 
BHT, testify that corticosteroid hormones play an essential role in regulation 
of SOD activity and that reliability of the hormonal regulation decreases with 
aging.65
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Furthermore,  the  monkeys  were  subjected  to  psycho-emotional  stress, 
i.e. two-hour immobilization.39,66 The stress hormones cortisol and DHEAS 
in  the  plasma  of  the  animals’  peripheral  blood  were  measured  before  the 
stress (basal conditions) and after the stress. In parallel, the levels of activ-
ity of SOD, glutathione peroxidase and glutathione reductase were measured 
in the erythrocytes. It is well known that stress is accompanied by intensi-
fication of  respiration. This,  in  turn,  leads  to enhanced production of O2

•− 
as  a  by-product  of  respiration.  Therefore,  the  SOD  induction  should  have 
been anticipated. As was expected, the plasma levels of cortisol and DHEAS 
sharply increased under the stress. However, the SOD activity in erythrocytes 
remained  invariable during  the stress and even  for  several hours after  the 
stress release (see Figure 8.3).

Meanwhile,  in  the  same  experiments  the  glutathione  reductase  activity 
demonstrated significant growth, especially in the case of old animals, which 
obviously reflects  the  increased consumption of GSH due to  the  increased 
production of ROS. Thus, an acute stress is accompanied by kinetic deficiency 
of  the  antioxidant  enzymes.  Under  the  stress  conditions,  this  deficiency 
seems to be a critical factor in the age-associated clinical disorders. Accordingly, 
a  timely,  i.e.  before  the  stress,  introduction  of  antioxidants,  for  example,  
flavonoids  that  induce  SOD  synthesis,  increases  the  systems  reliability, 
providing the preventive maintenance against ROS.

Quite a lot of data have now been accumulated demonstrating that even 
vitamin  E  (α-tocopherol),  a  “key  antioxidant”,  can  hardly  serve  as  a  free 
radical  inhibitor  in vivo  and,  hence,  this  issue  in  handbooks  should  be 
revised.67 There are four tocopherol isomers: α-, β-, γ-, and δ-tocopherol. All 

Figure 8.3   Activity  of  superoxide  dismutase  (SOD)  in  erythrocytes  of  Macaca 
mulatta monkeys before psycho-emotional stress (1), during the stress 
(2, 3, 4) and after the stress (5, 6). Seven adult (6–8 years) healthy male 
rhesus monkeys underwent the stress procedure, i.e. moderate immo-
bilization restraint in a metabolic cage for 2 hours. Blood samples were 
taken before the stress (1) and at 0.5 h (2), 1 h (3) and 2 h (4) during 
immobilization. Besides, the blood samples were taken at 2 h (5) and 22 
h (6) after termination of immobilization, i.e. 4 and 24 h after the onset 
of the stressor (data compiled from ref. 39).
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four isomers react in vitro with the RO2
• radical with approximately the same 

rate  constants  of  about  106  L  mol−1  s−1.  In  living  nature,  however,  mainly 
α-tocopherol is encountered. As shown in experiments on cell cultures and 
isolated enzymes, this form of vitamin E inhibits a key regulator enzyme of 
biosynthesis, protein kinase C,  inhibits 5-lipoxygenase and phospholipase 
A2  and  also  activates  protein  phosphatase  2A  and  diacylglycerol  kinase.  It 
was proved that α-tocopherol modulates  the expression of genes encoding 
the synthesis of a number of protective proteins,  including α-TTP, α-tropo-
myosin,  and  collagenase.  Moreover,  α-tocophenyl  phosphate,  rather  than 
the antioxidant phenolic form of vitamin E, serves as the bioregulator. It has 
been suggested that α-tocopherol acts as a ligand for yet unidentified specific 
proteins, membrane receptors or transcription factors, capable of regulating 
signal transduction and gene expression.67

Furthermore, there are more and more data indicating that the therapeu-
tic effects of many pharmaceutical drugs are due to their beneficial action 
not only on the cells and tissues of the host organism but also on gastric and 
intestinal microbiota. The number of microbiota cells in the gastrointestinal 
tract, on the skin, and in some other organs and tissues nearly exceeds the 
number of cells of the host organism.68–70 Of even greater importance is that 
the microbial cells produce physiologically active substances that markedly 
affect all organs and  tissues,  including  the  immune system.71–74 Moreover, 
there are the data that show that the microbial metabolites promote meta-
bolic benefits in the brain cells via gut–brain neural circuits.69,74,75 As a mat-
ter of fact, a new synthetic biomedical concept has emerged that the human 
microbiota is a source of therapeutic drug targets.76–78

Meanwhile, most polyphenol compounds, including flavonoids, which are 
traditionally regarded as “natural antioxidants”, refer to the extensive class 
of physiologically active compounds long known as phytoalexins. Moreover, 
phytoalexins  are  synthesized  in  plant  tissues  for  fighting  against  bacterial 
and  fungal  infections  and  for  acting  like  antibiotics  as  inhibitors  of  tran-
scription and translation of particular proteins in the cells of the infecting 
organism.79–81  In view of  the advances of systems biology, one can suggest 
that the so-called antioxidants, both natural and synthetic ones, attack the 
organism’s microbial population. In high doses, these substances are toxic, 
as  implied,  because  of  their  deleterious  effects  on  the  microbiota.  In  low 
doses, however, the same compounds produce favorable effects on the organ-
ism’s microbiota and, thereby, increase the system reliability and lifespan of 
the organism. One can further assume that the so-called “mitochondria-tar-
geted”  compounds  like  MitoVit-E  and  SkQ  affect  actually  the  microbiotic 
cells. Thus, in this century, which is the century of systems biology, the the-
ory that was put forward in the early 20th century by Metchnikoff about the 
considerable effect of the microbial population on the body health and aging 
is  actually  revived.82  One  can  say  with  reasonable  confidence  that  “Metch-
nikoff arises”.

It  has  rather  long  been  questioned  whether  the  synthetic  and  natural 
antioxidant molecules work in vivo in the same way as in vitro, i.e. as simple 
chemical scavengers of OH• and other active radicals.12,39,40,56–59 Indeed, over 
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the years, more and more experimental results indicate that the true mech-
anisms of the “antioxidant prophylaxis” are to be studied using the ways of 
systems biology instead of free-radical chemistry. Last years, such terms as 
“polyphenols”, instead of “antioxidants”, and “redox regulation/redox signal-
ing pathways”, instead of “oxidative stress”, came into use.83–85 Moreover, the 
Society for Free Radical Biology and Medicine has recently been renamed to 
the Society for Redox Biology and Medicine. As said in ref. 86, “it is harder to 
overcome old ideas, rather than create the new ones.”

8.5  Conclusions
The  systems  approach,  based  on  the  engineering  theory  of  reliability, 
integrates  the  concept  of  the  aging  program  and  the  free-radical  theory 
of aging in a unified pattern. The universal features of aging, such as the 
exponential growth of mortality rate with time and the correlation of lon-
gevity with the species-specific resting metabolism, are naturally explained 
on this basis. From the systems reliability standpoint, aging is a stochastic 
consequence  of  the  genetically  preprogrammed  limits  of  bioreliability  at 
all  functional  levels,  from  biomolecular  nanoreactors  to  the  organism  as 
a whole. The stochastic malfunctions of the mitochondrial electron trans-
port nanoreactors, which produce the oxygen anion-radicals (“superoxide 
radicals”) as by-products of respiration, seem to be of first importance. The 
free-radical redox-timer, presumably located in the specialized neurons of 
the  central  nervous  system,  serves  as  the  effective  stochastic  mechanism 
of  realization of  the preset deficiency  in bioreliability. As a consequence, 
the oxidative-stress products and other metabolic slag accumulate with the 
resulting impetus to autophagic or apoptotic cell death accompanied with 
age-associated clinical disorders. Some antioxidants, both natural and syn-
thetic ones, extend the life span of animals when added to food or drink-
ing water. However, the antioxidant power of such compounds is negligible 
in vivo  because  their  rate  constants  and  concentrations  are  too  small  to 
compete with the specialized antioxidant enzymes for the reactive oxygen 
species. The so-called antioxidants provide a preventive protection against 
ROS,  i.e.  the prophylactic reliability maintenance operating via  their ben-
eficial effects on the organism’s neuro-hormonal system and/or microbial 
cells of the body. Thus, the systems reliability approach serves as a heuristic 
methodology in searching for realistic mechanisms of aging and anti-aging 
therapy.
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9.1   Introduction
Advances in medical care and improvements in living conditions during the 
last century led to a marked increase in human health span and lifespan. 
Nevertheless, age remains the most important risk factor for many disabling 
diseases and conditions, including cardiovascular disease, stroke, diabetes, 
neurodegeneration, and cancer. Moreover, in the human population health 
span increased at a slower pace compared to lifespan in the recent half cen-
tury.1 As a consequence, the number of people suffering from age-related dis-
eases is anticipated to almost double over the next two decades,2,3 creating a 
social and economic burden4 that urgently needs appropriate interventions. 
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Targeting aging itself, rather than combating each age-related pathology indi-
vidually, seems to be a promising new strategy.5–7 The question of whether we 
should consider aging as a disease is now discussed.8–10 Growing evidence 
also supports the hypothesis stating that aging of living organisms can be 
considered as a particular case of programmed death of an organism (slow 
phenoptosis),7,11 and that switching off this deleterious program may 
slow down or even abolish aging.11

Despite the fact that aging is a highly diverse phenomenon across the vari-
ety of living organisms, there are a few cellular processes linked to aging that 
are conserved over a broad evolutionary distance, from yeast to humans: 
mitochondrial function, nutrient signaling, proteostasis,12,13 and autoph-
agy.14 In this review we focus mainly on one aspect of mitochondrial func-
tion: the generation of reactive oxygen species (ROS), and application of the 
mitochondria-targeted rechargeable antioxidants as a tool to suppress this 
generation. Experiments on several animal models are reviewed, with a spe-
cial focus on the data obtained on the fruit fly Drosophila melanogaster.

9.2   Mitochondria Malfunction and Aging
Mitochondrial malfunction is a feature inherent in the aging of living crea-
tures. It is documented for yeast,15,16 invertebrates17–19 and mammals20,21 
(see ref. 22 and 23 for recent reviews). The stability of mitochondria during 
purification procedures also seems to decrease with age, as demonstrated 
by experiments with rat skeletal muscle.24 Mitochondrial genetic diseases, 
including those caused by defects in mitochondrial DNA polymerase gamma 
that lead to frequent mutations in mitochondrial DNA (mutator mouse25,26), 
result in phenotypes that resemble premature aging.

Deletions and mutations in mitochondrial DNA accumulate with age and 
clonally expand in tissues, accompanied by the decline in the respiratory 
function. A causative role for mtDNA mutations in mammalian aging was 
suggested (evidence for this hypothesis is reviewed in ref. 27), but quantita-
tive analysis of the data obtained on the mutator mouse does not support this 
suggestion. In homozygous mutator mice with mtDNA mutation load much 
higher than that detected in aged animals or elderly humans, the lifespan is 
shortened, but heterozygous animals have normal phenotype and lifespan, 
despite having an mtDNA mutation burden at birth 30 times higher than that 
of aged wild-type mice.28 It is therefore likely that mtDNA mutations increase 
is just one of the manifestations of damage accumulation that accompany 
normal, physiological aging rather than the cause of the latter.22

In mammals, the consequences of age-dependent mitochondrial mal-
function involve: (i) oxidative stress due to excess generation of mitochon-
drial reactive oxygen species (mROS); (ii) proteotoxicity caused by impaired 
mitochondrial unfolded protein response (UPRmt);12,13 and (iii) inflamma-
tion.14,29 In invertebrates, mitochondria functions also decline with aging. 
Surprisingly, there are examples when mitochondrial dysfunction results 
in life extension rather than shortening. For example, certain Mit mutants 
of the nematode Caenorhabditis elegans are long-lived. The first Mit mutant 
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discovered was clk-1(e2519) with longer embryonic and postembryonic 
development, and increased lifespan, as well as the periods of the defeca-
tion, swimming and pumping cycles. Disrupted timing of several develop-
mental and behavioral processes in the mutant led to a hypothesis that the 
clk-1 gene is a component of some biological clock.30 In fact, the clk-1 gene 
encodes an enzyme involved in the synthesis of ubiquinone (coenzyme Q, 
CoQ), a mitochondrial electron carrier molecule necessary for respiration. 
It is noteworthy that transgenic expression of mouse clk-1 homologue in  
C. elegans completely rescued the slowed rhythmic behaviors of clk-1 nema-
tode mutants and reverted their extended lifespan to a level comparable with 
that of the wild-type control.31

Since this initial seminal discovery, it has been found that disruption of 
several components of the mitochondrial respiratory chain or its assembly 
factors, as well as low doses of mitochondrial toxins (such as rotenone and 
antimycin A) can increase the lifespan in C. elegans (see ref. 17 for a review). 
In D. melanogaster, alterations in mitochondrial functions caused by over-
expression of mtDNA polymerase and uncoupling protein 3 or knockdown 
of cytochrome c oxidase32–34 decreased lifespan, whereas elevated expres-
sion of heat shock protein 22 and uncoupling proteins 1 and 2 35–37 increased 
life span. In mice, knockouts of the cytochrome c oxidase assembly factor 
Surf1 38 or of clk-1 orthologues,39,40 as well as the reduced expression of mito-
chondrial ribosomal protein S5 41, have all been reported to prolong life.

Overall, at present, the accepted consensus is that a moderate lowering 
of functioning of mitochondria and, consequently, a moderate decrease in 
mROS production is the major factor contributing to the lifespan increase 
in animals, whereas its strong lowering shortens lifespan (see ref. 42 for a 
review). The observations of increased lifespan caused by disruption of 
mitochondrial functions can be explained in terms of mitohormesis: mildly 
increased mROS generation may cause an adaptive response that triggers 
a stress resistance increase that eventually causes long-term lowering of  
oxidative stress.43 Another (and simpler) explanation of the same paradox is 
an assumption that mROS are intermediates of the aging program.44,45

9.3   The Link Between Oxidative Stress and Aging
The key role of free radicals in aging was first proposed by Harman in 1956;46 
he also suggested that free radicals arise as by-products of respiration,46 and 
that mROS-generating mitochondria might serve as a biologic clock that 
determines the rate of aging47,48 (see also ref. 49–51 for excellent reviews on 
the role of mROS in the pathophysiology of aging).

The modern version of free radical theory of aging suggests that senes-
cence is not only caused by direct ROS-induced damage to DNA, proteins, 
lipids and other cellular components, but, mainly, is a consequence of the 
imbalance in cellular ROS signaling (see ref. 52–55 for recent reviews). In par-
ticular, mROS play a central role in the regulation of programmed cell death 
and other vital processes in organisms ranging from single-cell eukaryotes 
to humans.
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The link between mROS production and degenerative processes leading 
to disease and aging in animals is supported by an overwhelming body of 
experimental evidence (see ref. 52,54–58 for reviews). This link is also sup-
ported by the correlation of mROS production and longevity in animals.59,60 
It is worth noting that this correlation is not universal: the longest-living 
rodent, the naked mole rat, exhibits strong ROS production.60 This amaz-
ing animal also has high levels of oxidative stress markers in multiple tis-
sues at quite an early age,61–63 and can tolerate significant oxidative damage 
while having a lifespan of over 30 years.64 Apparently they produce more 
ROS but overcome the oxidative stress due to an excellent defense against 
these ROS. ROS generation in mitochondria is an inevitable side-effect of 
respiration (see ref. 57,65–68 for reviews). However, the extent of mROS 
production can vary significantly, and while a modest, “normal” level of 
mROS is essential for cellular signaling; excessive mROS induce regulatory 
imbalance.

One of the primary targets of mROS attack is the mitochondrial mem-
brane. Polyunsaturated fatty acids are particularly vulnerable to lipid perox-
idation—a free radical chain reaction of oxidative degradation of such fatty 
acids. The reaction is initiated by a free radical attack at a double bond-form-
ing carbon atom resulting in fatty acid radical formation. The latter readily 
reacts with molecular oxygen, producing a peroxyl-fatty acid radical that in 
turn attacks another unsaturated fatty acid, propagating the chain reaction. 
In this way a single ROS radical can “burn” a large fraction of unsaturated  
lipids in the mitochondrial membrane, disrupting the membrane organiza-
tion. At the same time, the products of lipid peroxidation have been shown 
to act as mediators signaling that oxidative stress occurs.69

Cardiolipin (CL), a tetra-acylated anionic phospholipid localized normally 
in the inner mitochondrial membrane, is a particularly likely target for lipid 
peroxidation. Unlike other phospholipids, CL has four fatty acid residues 
instead of two; all four are polyunsaturated. In some protein complexes of the 
inner mitochondrial membrane (e.g., complex III of the respiratory chain), 
CL forms dimers, so that 8 unsaturated fatty acids rich with double bonds are 
present in close vicinity to each other. Such dimers, especially when localized 
near respiratory chain proteins that generate mROS, are very probable start-
ing points for the chain reaction of lipid peroxidation.

Another important side of pathological consequences of excessive ROS 
generation in mammalian mitochondria is inflammatory response. Oxida-
tive stress is interlinked with inflammation via several feedback loops. ROS 
serve as secondary messengers in the inflammatory response70 that can 
induce the activation of leukocytes and stimulate the expression of other 
mediators, such as cytokines, chemokines and adhesion molecules. And 
vice versa, inflammatory agents can also induce oxidative stress.71 Accord-
ing to the oxidation-inflammation theory of ageing (see ref. 72 for a review), 
the age-related changes in the organism are caused by a chronic oxidative 
and inflammatory stress that results in the damage of cell components. It is 
still a matter of debate whether chronic inflammation is responsible for the 
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development of age-related degenerative chronic diseases, or whether these 
chronic pathologies cause the inflammatory state observed in aging. But 
regardless of the cause–effect relationship between age-related diseases and 
inflammation, oxidative stress has been recognized to play a major role in 
determining and maintaining the low-grade inflammation observed in aging 
and age-associated diseases,72 a process called inflamm-aging.73

It was also found in several studies (see ref. 74 for a review) that DNA dam-
age by excess ROS may cause telomere erosion. Experiments in mice suggest 
that an increase in ROS-mediated DNA damage might enhance telomere dys-
function and thus accelerate accumulation of senescent cells. In turn, cell 
senescence stimulates chronic inflammation, limits tissue regeneration and 
accelerates ageing.75

In invertebrates, mROS also seem to be linked to aging. It was found 
that mitochondria of the mud clam Arctica islandica, one of the longest- 
living metazoan species (maximum reported longevity = 507 years), pro-
duced significantly less H2O2 than those of the two short-lived species.76 
The susceptibility of membrane lipids to peroxidation was also lower in A. 
islandica compared to that in short-lived bivalve mollusks.77 (A similar situa-
tion is inherent in the long-living rodent naked mole rat).

Experiments in annelids Aeolosoma viride revealed that oxidative stress 
status in these worms significantly depended on age, following a Gauss-
ian function centered at nearly half-life.78 These small limnetic freshwa-
ter worms age rather quickly (average survival is 69 days) and share many 
metabolic processes with nematodes and vertebrates, including some 
related to the aging process. The radical scavenger bis(1-hydroxy-2,2,6,6- 
tetramethyl-4-piperidinyl)-decandioate (IAC), which effectively quenches 
ROS (including peroxyl radicals and superoxide radical-anion) and is able 
to attenuate several pathologies associated with oxidative stress,79,80 was 
shown to prolong the mean lifespan of A. viride. IAC added to the cultured 
medium to a final concentration of 1.25 µM increased the resistance of A. 
viride to oxygen-derived damage without affecting mitochondrial respi-
ration or reproductive activity, and extended the mean lifespan by 170%. 
Another antioxidant, super-oxide dismutase (SOD)-mimetic EUK134, also 
extended A. viride’s lifespan, although by mere 50%,78 a figure very close to 
the 44% increase in the mean lifespan observed previously in the EUK134-
treated C. elegans.81

9.4   Mitochondria-Targeted Rechargeable 
Antioxidants

Small molecules targeted to mitochondria recently became a powerful new 
tool for drug delivery, as well as for fundamental studies of mitochondrial 
functions, including the role of mitochondria in aging. Several comprehen-
sive reviews (ref. 44,82–87) published in the last 10 years cover this topic in 
great detail.
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In 1970, it was suggested that membrane-permeable cations could be used 
as locomotives to deliver various components specifically to mitochondria.88 
Release of protons from the mitochondrial matrix to the intermembrane 
space by the respiratory chain proteins results in a large transmembrane elec-
trical potential difference (≈180 mV, negative inside mitochondria). Cations 
that are able to cross lipid membranes are driven into mitochondria by Δψ. 
According to the Nernst equation, the concentration of permeable monova-
lent cations increases ∼1000-fold inside mitochondria compared to that in 
the cytoplasm (approximately one order of magnitude for each 60 mV). Bear-
ing in mind that the plasma membrane of eukaryotic cells is also charged  
(60 mV, cell interior negative), one can expect a further concentration increase 
by a factor of 10. In total this yields about a 10,000-fold higher concentration 
of membrane-permeable cations inside respiring mitochondria compared 
with that in the extracellular space. Moreover, the equilibrium distribution 
of some synthetic penetrating cations between the aqueous phase and the 
membrane is greatly shifted towards the latter, so their concentration in 
the inner mitochondrial membrane is further increased. Therefore, antiox-
idants conjugated with penetrating membranophilic cations can be used 
in extremely low concentrations because of their ability to selectively accu-
mulate in the inner mitochondrial membrane, where the respiratory chain 
enzymes are located. For potential drug candidates, this property greatly 
diminishes the risks of unwanted side effects.

The first mitochondria-targeted antioxidants, lipophilic cations bound to 
thiobutyl,89 vitamin E,90 and ubiquinone,91 were synthesized by Murphy’s 
group in the end of 1990s. The ubiquinone derivative, known as MitoQ, 
had an important advantage: its oxidized form could accept electrons from 
the respiratory chain, rendering the reduced form of MitoQ a rechargeable 
mitochondrial antioxidant.82 Later studies performed in our group indi-
cated that plastoquinone derivatives (SkQ compounds, see Figure 9.1) are 
more promising antioxidants than ubiquinone conjugates. The “antioxidant 
concentration window”, i.e. the difference between anti- and pro-oxidant 
concentrations, was much larger for SkQ than for MitoQ.44,92,93 Recently, we 
determined that a conjugate of lipophilic cations to 2-demethylplastoqui-
none (a component of black cumin seeds) has an antioxidant concentration 
window even larger than SkQ1. The novel compounds, SkQT1 and SkQTR1, 
were also readily reduced by the respiratory chain and strongly inhibited 
the H2O2-induced apoptosis at pico- and nano-molar concentrations in cell 
cultures.94

The rechargeable mitochondrially targeted antioxidants have been exten-
sively studied in the last 20 years, both in vitro and in vivo. Physicochemi-
cal properties of a broad spectrum of these compounds were determined; 
the compounds were tested in model systems and in animals, and clinical  
trials were carried out (covered in detail in ref. 45,85,87,95). Below we provide 
information on the results obtained in the animal models, with special focus 
on D. melanogaster studies.
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9.4.1   Mitochondria-Targeted Antioxidants in Invertebrate 
Models

Identifying compounds that slow mammalian aging is clearly more relevant 
for human drug development compared to invertebrate animal models stud-
ies. However, the prohibitive cost of aging studies on mammals, as well as 
the substantial amount of time necessary for such studies, make invertebrate 
model organisms an attractive choice for anti-aging drug candidates screen-
ing (see ref. 96 for an extensive review of the progress being made in identi-
fying compounds that extend the lifespan of invertebrates). The next step is 
to elucidate the genetic pathways that are targeted by the compounds found. 
Finally, it is possible to check the role of these pathways in mammalian aging.

The two most popular invertebrate models for such screenings are the 
nematode C. elegans and the fruit fly D. melanogaster. MitoQ was shown to 
extend lifespan and to protect cardiolipin from oxidation in C. elegans over-
expressing human amyloid β (Alzheimer’s disease model). It is worth noting 
that MitoQ failed to protect the mitochondrial DNA from oxidative dam-
age, indicating that the protective effects are limited by the mitochondrial 
membrane.97

Figure 9.1    Some of the cationic mitochondria-targeted antioxidants and their  
analogs lacking a quinol residue.
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SkQ1 failed to increase the lifespan of the wild-type C. elegans (A. P. Grig-
orenko, unpublished observation), but curcumin extended the lifespan of  
C. elegans and reduced lipofuscin levels during aging. The effect was 
attributed to ROS quenching and to the antioxidant activity of curcumin, but not 
to its antimicrobial properties.98 It is therefore possible that mitochondri-
ally targeted derivatives of 2-demethylplastoquinone (a compound abundant 
in black cumin) that have a significantly larger window between anti- and 
pro-oxidant concentrations compared to SkQ1 94 might be more efficient.

D. melanogaster is a recognized and well-established model system for 
gerontological studies. Flies are easily maintained on a controlled food 
under established temperature and light regimens, they have a short lifes-
pan compared to vertebrates, and numerous genetically well characterized 
lines are readily available for research purposes. Experiments with D. mela-
nogaster were used to investigate the consequences of diet supplementation 
with SkQ1 on aging, lifespan and correlated life-history traits.

9.4.2   SkQ1 Affects Early Survival and Aging in Unmated Flies
Genetically identical unmated flies of an isogenic line marked by w1118 muta-
tion were selected for experiments. SkQ1 prolonged lifespan in both males 
and females when 100 µl of 20 pM to 20 nM SkQ1 solution was applied to 
the food surface once a week throughout life. 20 µM solution decreased lifes-
pan.99 The average SkQ1 effect was approximately 10% of the mean lifespan, 
and it was more prominent at early ages, increasing the survival of juveniles, 
mostly in females. Indeed, a significant positive effect on female survival 
was observed in the first 25% of the population, whereas the longevity of the  
longest-living 10% of the population was not affected.100 Moreover, the survival 
of flies receiving SkQ1 during the first week of life was the same as the survival 
of flies receiving the drug lifelong.99 Comparison of the Gompertz function 
parameters showed that in SkQ1-treated females, the initial level of mortality 
was substantially lower; this effect was less pronounced in males. Reducing 
early mortality led to an increase in the mean and median lifespan, but this 
had almost no effect on maximum lifespan.100 These observations indicated 
that the drug, like many other antioxidants,101,102 acted mainly on the short-
lived part of the population, and its geroprotective effect was directed primar-
ily at improving the quality of life, not its maximal extension. In addition, 
the variance of lifespan in flies treated with SkQ1 was smaller than that in 
control flies, confirming that SkQ1 affected the quality of life.100 At the same 
time, analysis of a correlation between the parameters of a Gompertz function 
in normal physiological conditions (the Strehler–Mildvan correlation, which 
reflects the rate of loss of “vitality” in aging organisms103) allowed us to sug-
gest that SkQ1 reduced the rate of the age-related decrease in fly vitality and, 
consequently, slightly slowed aging both in males and in females.100

To confirm these results, we assessed the effects of SkQ1 on general loco-
motor activity, which is often considered a marker of vitality and age (see 
ref. 104 for a review). Unmated females fed SkQ1 were characterized by an 
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increase in locomotion as early as the second day post treatment; the dif-
ference reached its maximum by the age of 10 days and was maintained 
lifelong. No difference in locomotion was revealed between 10 day-old SkQ1-
treated and control males; however, the difference was detected later, by the 
age of 20 days.105 These observations indicate that SkQ1 effects on locomo-
tion parallel SkQ1 effects on lifespan, thus confirming an important property 
of the drug to improve vitality at some ages. At an old age, a decline in loco-
motion in both SkQ1-treated and control flies was observed, as expected.104 
However, the difference in locomotion between the SkQ1-treated and control 
flies remained constant throughout life, indicating that SkQ1 did not affect 
the age-dependent rate of locomotion decline.105 This result failed to confirm 
the effect of SkQ1 on aging, probably because this effect is small. There is, of 
course, a possibility that SkQ1 directly stimulates locomotion independently 
of effects on lifespan. Even in this case, however, an improvement in locomo-
tor activity can be regarded as an indicator of the health-beneficial effects of 
SkQ1, which is an important property of any therapeutic.

Our results demonstrate slight sex-specificity of SkQ1 effects on lifespan 
and locomotion. In D. melanogaster, sex-specificity of lifespan control was 
reported earlier,106–108 and was supposed to be associated with changes in 
protein homeostasis,109 insulin110–113 and steroid114 signaling, and changes 
in expression of sexual differentiation pathway genes in adults.115 Further-
more, it was shown that several groups of genes involved in reproductive 
physiology, amino acid utilization, sensory perception, immune response, 
and growth control are regulated in a sex-biased manner under stress con-
ditions.116 Given that often genes are involved in both stress resistance and 
lifespan control, their sex-biased expression might account for the sex- 
specific patterns of aging. The fundamental evolutionarily conserved sys-
temic regulation of aging by the reproductive system may also be respon-
sible for the sex-specificity of lifespan.112 It is important to stress, however, 
that the sex-specificity of SkQ1 effects on lifespan does not violate the life 
prolonging properties of the drug.

As for any anti-aging drug, it was of special interest to know whether 
SkQ1 is able to prolong lifespan when applied late in life. A short-term SkQ1  
treatment proved to be ineffective when started on the 30th day. However, 
constant administration of SkQ1 from the 30th day up to the end of life was 
quite effective, and the survival curve of treated females in this case was sig-
nificantly different from the control curve.99

Another important notion is that SkQ1 treatment did not affect the rate 
of feeding in flies,105 and therefore its effects on lifespan can hardly be 
attributed to caloric restriction.

9.4.3   SkQ1 Affects Reproduction in Mated Flies
An SkQ1 solution of the same 20 pM concentration did not increase the  
lifespan of mated D. melanogaster females and males of an isogenic line 
marked by w1118 mutation, and the effect on the early survival was not 
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observed in mated females.117 Not surprisingly, SkQ1 also did not affect loco-
motion of mated males and females: no difference was observed between 
treated and control flies, both males and females, at 10 and 20 days of age.105 
It should be stressed that in mated flies, SkQ1 had no negative effects on 
lifespan and locomotion.

Early fertility and the total number of adult progeny were elevated in flies 
reared on the SkQ1-supplemented diet. A significantly higher number of 
progeny was registered for 10 day-old treated parents compared to controls; 
this difference became insignificant at 20 days and disappeared completely 
later in life. However, the early effect of SkQ1 on reproduction was sufficient 
to provide a significant increase in the total number of progeny produced 
by SkQ1-treated flies.117 The increase in reproduction ability observed in 
young mated females instead of the increased survival typical in young virgin  
females may illustrate the widely discussed complicated relationship 
between lifespan and reproduction (see ref. 118 for a review).

Hypothetically, the increase in reproduction stimulated by SkQ1 could 
be due to elevated mating activity, fecundity and/or improved viability of  
offspring. Experimental assessment of these traits showed that viability was 
not affected by SkQ1. No significant difference was found in the egg-to-pupa or 
egg-to-adult viability of the progeny from SkQ1-treated versus control young, 1 
to 3 day-old and 10 day-old females. At the same time, a slight but reproducible 
increase in fecundity and mating activity was observed in young 10 day-old 
flies fed SkQ1. The accumulation of these small effects could be responsible 
for the increase in overall reproductive ability observed in SkQ1-treated flies.117

One may speculate that the general activity of flies is raised due to SkQ1 
treatment, with both elevated locomotion in unmated flies and increased 
mating frequency in mated flies being just a part of this general effect. It 
was suggested that SkQ1 treatment may lead to an increase in energy sup-
ply based on the feedback mechanisms between ROS and energy production 
in mitochondria.119 This would reasonably explain the observed trade-off 
between lifespan/locomotion and reproduction. In this case, an increase in 
reproduction due to increased mating frequency is expected because, of all 
the traits, frequency of mating is significantly associated with the extent of 
the female survival cost of mating.120 Another possibility is that the effect of 
SkQ1 on reproduction is more specific and based on an interaction with the 
metabolism of sex peptides. These male seminal fluid proteins can consider-
ably affect female gene expression and physiology, including egg production 
and frequency of mating (see ref. 121 for a review).

9.4.4   SkQ1 Acts as a Mitochondria-Targeted Antioxidant 
Combating ROS in D. melanogaster

A mixture of TPP (tetraphenylphosphonium) and PQ (decyl plastoquinone), 
the two constituents of SkQ1, applied at the same concentrations and under 
the same regiment as SkQ1 was completely ineffective,99 indicating that a 
combination of the mitochondria-targeted cation and the oxidant in the 
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same molecule is essential for prolonging D. melanogaster lifespan. Most 
probably, the direct antioxidant effect of SkQ1 carried out by its quinol resi-
due should be related to those mROS that are generated by Complex I inside 
mitochondria.122

A solution of C12TPP, a compound containing two additional methylene 
groups instead of the plastoquinone in SkQ1, was found to increase lifes-
pan; however, unlike SkQ1, C12TPP did not affect early survival but rather 
was effective later in life.99 Hydrophobic cations such as SkQs and C12TPP 
can operate as carriers of fatty acid anions, in this way mediating uncou-
pling of oxidative phosphorylation by these acids.123 This, in turn, should 
decrease the amount of mROS produced not only by Complex I but also by 
Complex III,124 which might explain the difference in the life-prolonging 
effects of SkQ1 and C12TPP. These data allowed us to speculate that mROS 
increasing the early and the late mortality risks are generated by different 
mechanisms.99

ROS production can be affected by mutations in genes encoding enzymes 
of the respiratory electron transport chain (ETC). As it was mentioned above, 
it is believed that a moderate decrease and an increase in mROS amounts 
are associated with lifespan extension and reduction, respectively. Homo-
zygous lethal mutations in genes encoding components of the ETC most 
likely reduce their function and, consequently, ROS production by the ETC 
to a level that is incompatible with life. However, in flies, both males and 
females, heterozygous for lethal mutations in genes encoding components 
of the complexes I, II and IV of the ETC the lifespan was increased. In both 
males and females heterozygous for these mutations, increased lifespan was 
not further increased by SkQ1 treatment.105 This is in agreement with the 
hypothesis that mutations and SkQ1 affect the same pathway: in mutants 
the amount of mROS is already reduced, and therefore SkQ1 is not effective. 
Interestingly, the other mutation in the same complex II gene, SdhB, which 
reduced transcription of the gene, was associated with an increased level of 
mitochondrial hydrogen peroxide production and the decreased lifespan of 
the mutant flies.125 It is worth noting that mutation in the gene encoding one 
of the subunits of cytochrome c-oxidase (complex IV of the ETC that is not 
supposed to generate mROS67,126) had the same effect on lifespan, both in 
the presence or absence of SkQ1, as mutations in genes encoding enzymes 
of complexes I and II generating mROS. This result indicates either that not 
mROS production, but other characteristics of mitochondria are altered in 
mutants and cured by SkQ1, or complex IV of the ETC is able to affect mROS 
production indirectly (e.g., via changing the reduction degree of the CoQ in 
complex III).

We have also demonstrated that in both males and females heterozygous 
for a mutation in Sod2, a gene encoding mitochondrial superoxide dismutase, 
lifespan was decreased compared to controls, presumably, due to decreased 
detoxification of superoxide anion in mitochondria. SkQ1 treatment restored 
the decreased lifespan in both males and females.105 This result agrees with 
the hypothesis that SkQ1 can combat ROS produced by mitochondria directly 
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in the mitochondria and thus compensate for the impaired function of mito-
chondrial superoxide dismutase.

Overall, we speculate that in vivo SkQ1 acts as a mitochondria-targeted 
antioxidant capable of alleviating the detrimental effects of increased  
production of mROS on lifespan but is not effective when mROS production 
is already decreased by other means. At the same time, current evidence  
suggests that the mitochondrial role in lifespan control is largely associated 
with mitochondrial biogenesis and turnover, energy sensing, apoptosis, and 
calcium dynamics,127 and SkQ1 may interfere with any of these processes.

9.4.5   SkQ1 Effects are Stable Under Different Experimental 
Scenarios and Across Different Wild-Type Genotypes

An important property of any geroprotector is the stability of its effects in 
an uncontrolled and changing environment, under different administration 
methods, to individuals with genetic constitutions that vary within the nor-
mal range.

Survival curves of females and males of an isogenic line marked by w1118 
mutation were analyzed in 11 and 7 experiments, respectively, conducted 
over six years, with six experiments in the autumn, three in the spring, one in 
the winter, and one in the summer. In the course of the study, we attempted 
to increase the effect of SkQ1 on lifespan. To achieve this, we gave the drug 
starting at an earlier stage of development, used freshly prepared solutions, 
and increased the frequency of feeding. However, in all variants of the exper-
iments the effect of the drug was almost identical.100 Thus, the effect of the 
chemical was resistant to a variety of changes in the protocol of its adminis-
tration and to chronological time, which is a very valuable quality for poten-
tial practical applications. Of course, slight variations in the effect of the 
drug were observed in different experiments.

Over time, the mean and median lifespan of w1118 females decreased in 
both the control and experimental cohorts. Changes in the mean lifespan of 
flies of a particular line during long-term observations have been previously 
reported.128,129 However, the change in the mean and median lifespan did not 
affect the magnitude of the SkQ1 effect.100 This result was inconsistent with 
the widespread view that the impact of various factors on lifespan is always 
greater if the original lifespan is smaller.101

To examine again if the effect of SkQ1 depends on the baseline lifespan 
and to determine whether SkQ1 affects lifespan of other, genetically unre-
lated lines of flies, three wild type lines, R340 (extremely low lifespan130), 
Canton S (medium lifespan) and Oregon RC (long lifespan), which have no 
genetic similarity to the w1118 line, were used in the experiments. A signifi-
cant increase in female and male survival was observed in experiments with 
lines R340100 and Canton S (Tsybul’ko, Pasyukova, unpublished results), the 
effect of about 10% was similar to that observed previously for the w1118 line. 
Thus, the relative increase in the fly lifespan under SkQ1 treatment did not 
depend on initial lifespan and was very similar for three genetically different 
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lines. No significant increase in female and male survival was observed in 
experiments with the Oregon RC line.100 In this case, the baseline lifespan of 
both females and males was quite high, and higher than in the other three 
lines used. It is possible that there is a certain baseline threshold lifespan, 
and if this is exceeded, SkQ1 fails to increase lifespan. An alternative expla-
nation for the lack of effect of SkQ1 on the lifespan of Oregon RC flies is the 
genetic characteristics of the line.

We also assessed the effectiveness of SkQ1 treatment when severely chang-
ing environmental factors: temperature (18 °C and 8 °C) and diet (starvation, 
12.5% and 25% of regular food supply). Physiologically, the possible tem-
perature range for fruit flies varies from 5 °C to 31 °C; the environmentally 
optimal temperature for flies is considered to range from 17 °C to 25 °C;131 
lowering the temperature below 11 °C induces a state of diapauses.132 Hence, 
lowering the temperature to 18 °C places flies on the border of the optimal 
environment, and we can view these conditions as moderately stressful. 
Under such a moderate stress, SkQ1 increased the lifespan of males by 27% 
and of females by 12%, i.e., slightly more effectively than in a standard envi-
ronment.105 This result supports the idea that the impact of antioxidants is 
more effective in weak organisms or under suboptimal conditions133 and 
is in agreement with the fact that the effect of SkQ1 on lifespan was more 
pronounced in mice kept in a vivarium with unfavorable conditions134 (see 
Section 9.5, “Mitochondria-targeted Antioxidants in Rodents”). Thus, SkQ1 
is effective not only in healthy organisms but also, and even more so, when 
some factors weaken the organism’s status. Lowering the temperature to 
8 °C places flies in a strong stressful condition, as does starvation. In our 
experiments, in both cases of severe stress, SkQ1 failed to affect lifespan of 
either males or females.105 Thus, SkQ1 was not effective when the environ-
ment severely impaired the organism’s status.

The ambient temperature affects the lifespan and the rate of aging of fruit 
flies.135 Generally, low temperatures are associated with a longer lifespan in 
both wild populations and in laboratory conditions (see ref. 136 for a review). 
In line with this conclusion, we observed that lifespan was considerably 
increased at low temperatures: in males, the effect was more pronounced at 
8 °C and in females the effect was similar at both temperatures. It is always 
of interest to see if a drug is able to increase a lifespan that is already quite 
long. Our data showed that SkQ1 substantially increased the lifespan of long- 
living flies under certain conditions (Figure 9.2). In addition, under starvation 
conditions the lifespan was extremely low, whereas at 8 °C it was extremely 
high, and in both cases SkQ1 failed to increase survival under severe stress 
conditions. All these data confirmed that the SkQ1 effect does not depend on 
the mean lifespan.

Thus, SkQ1 positively affected the lifespan of individuals with different 
wild type genotypes living in a variety of environments; it demonstrated 
properties of a promising life-prolonging drug unsusceptible to fluctuations 
in the mean lifespan of recipients, methods of preparation and administra-
tion of the drug, seasons, or calendar years.
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9.5   Mitochondria-Targeted Antioxidants in Rodents
Lifespan extension by mitochondria-targeted rechargeable antioxidants was 
also documented for rodents.134 SkQ1 was shown to extend the lifespan of 
female outbred mice kept under conditions close to natural in a conven-
tional vivarium. In such a case the mice died mainly of various infections, the 
mortality being age-dependent due to the gradual lowering of immunity. The 
median lifespan in the control group was about 300 days, and was doubled by 
very low doses of SkQ1 (5 nmol SkQ1 kg−1 per day), which greatly decreased 
the infection-related mortality. In the SkQ1-treated female mice mammary 
carcinomas, rather than infections, became the primary cause of death. 
Moreover, SkQ1 prevented the age-dependent disappearance of estrous 
cycles. The latter effect was observed for outbred mice in both the low-patho-
gen and the conventional vivaria. Mole-voles and dwarf hamsters kept under 
conditions close to natural also lived longer if treated with SkQl.134

Besides the lifespan extension, mitochondria-targeted rechargeable anti-
oxidants were efficient in health span prolongation. SkQ1 was found to 
diminish the age-dependent fertility decline in spontaneously hypertensive 
rats (SHR). In particular, we found that in the SkQ1-treated group, 9 females 
of 10 became pregnant, but only 5 out of 10 animals were pregnant in the con-
trol group (N. A. Medvedeva, V. P. Skulachev, unpublished observation). Since 
both males and females obtained SkQ1 in these experiments, it is difficult to 
distinguish if the beneficial effect was caused by sperm quality improvement 
or by a direct influence of SkQ1 on the female organism. However, other 
experiments in mice revealed that SkQ1 ameliorates the age-dependent 

Figure 9.2    Effects of SkQ1 on the lifespan of D. melanogaster females at different 
temperatures. Original data were published in ref. 100 and 105.



219Mitochondria-Targeted Rechargeable Antioxidants as Potential Anti-Aging Drugs

disturbances of estrous function, as well as some other manifestations of 
aging,137 making the direct action of SkQ1 on the female organism a more 
probable explanation.

We have recently demonstrated that life-long treatment with SkQ1 
retarded the progression of age-related cardiac dysfunction (cardiomyopa-
thy, cardiac hypertrophy, and diffuse myocardial fibrosis) in mice, presum-
ably via a reduction in age-related inflammation.138 SkQ1 also accelerated the 
resolution of the inflammatory phase, formation of granulation tissue, vas-
cularization and epithelization of cutaneous wounds in aged mice.139 Elec-
tron microscopy study of rat mitochondrial ultrastructure revealed that SkQ1 
treatment prevented the development of age-dependent destructive changes 
(skeletal muscle sarcopenia) in both the control Wistar animals and OXYS 
rats suffering from excessive oxidative stress and accelerated aging.140 This 
finding is in good agreement with earlier experiments demonstrating that 
SkQ1 at nanomolar concentrations slows down the cerebral dysfunctions in 
OXYS rats and decreases the pathological accumulation of AbetaPP, Abeta, 
and hyperphosphorylation of tau-protein in OXYS rats, as well as age-depen-
dent changes in healthy Wistar rats.141

The positive effect of mitochondria-targeted rechargeable antioxidants on 
the lifespan of rodents is likely due to the anti-inflammatory action of these 
compounds. In murine endothelial cell culture, SkQl attenuated the TNF- 
induced increase in adhesion molecule ICAM1, VCAM, and E-selectin expres-
sion and secretion of IL-6 and IL-8, and prevented neutrophil adhesion to 
the endothelial monolayer. Although treatment with SkQl did not prevent 
age-related elevation of the major proinflammatory cytokines TNF and IL-6 
in serum, it completely abolished the increase in ICAM1 expression in aortas 
of 24 month-old mice.142 It was also demonstrated that both classic and mito-
chondria-targeted antioxidants inhibited the TNF induced NFκB-dependent 
activation of endothelium.143

SkQ1 might also suppress the inflammatory response by a partial low-
ering of the transmembrane electrical potential difference (Δψ) on the 
inner mitochondrial membrane, i.e. acting as a mild uncoupler. We have 
recently found that the inflammatory activation of endothelial cells can be 
suppressed by low doses of classic mitochondrial uncouplers 2,4-dinitro-
phenol and 4,5,6,7-tetrachloro-2-trifluoromethylbenzimidazole, as well as 
by the mitochondria-targeted cationic uncoupler dodecyltriphenylphos-
phonium (C12TPP). Mild uncoupling lowered the expression of E-selectin 
as well as adhesion molecules ICAM1 and VCAM1, and suppressed the 
adhesion of neutrophils to endothelium induced by tumor necrosis factor 
(TNF). Such an anti-inflammatory effect can be explained by inhibition of 
NFκB activation. These results suggest that the anti-inflammatory effect of 
mild uncoupling might be explained by decreased mROS production and 
by reduction of oxidative stress.144 This hypothesis is in good agreement 
with the well-known correlation between high Δψ and excessive mROS pro-
duction.145 The beneficial action of mitochondrially targeted rechargeable 
antioxidants could also be mediated by the protective effect on cardiolipin 
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(CL) oxidation. It is experimentally established that under oxidative stress 
cytochrome c, an electron carrier in the mitochondrial respiratory chain, 
exerts peroxidase activity and oxidizes CL.146 Addition of H2O2 + cyto-
chrome c to CL-containing liposomes induced membrane permeabiliza-
tion for molecules up to 3 kDa. The requirement of unsaturated CL for the 
permeabilization suggests that cardiolipin oxidation plays a critical role in 
the formation of membrane defects induced by H2O2 + cytochrome c.147 
Besides membrane permeabilization, cardiolipin oxidation leads to respi-
ratory chain enzymes inactivation, cellular dysfunction and eventually 
apoptotic cell death.148 Micro- and submicro-molar concentrations of mito-
chondrially targeted rechargeable antioxidants fully protected CL from per-
oxidation in liposomes.149 Previously, a similar effect was shown in isolated 
mitochondria.44

9.6   Conclusion
Mitochondria-targeted rechargeable antioxidants represent a novel class of 
prospective anti-aging drug candidates. The important advantages of these 
compounds include: (1) extremely low effective concentrations due to selec-
tive accumulation in mitochondria (over 10,000-fold concentration); (2) ability 
to quench excess mitochondrial reactive oxygen species and thereby prevent 
oxidative stress and pathologies related to it, including chronic inflamma-
tion; (3) ability to regenerate the antioxidant (reduced) form of their quinone 
residue by reduction of the oxidized form by the mitochondrial respiratory 
chain; and (4) to decrease the Δψ and thereby reduce the mROS production 
(mild uncoupling).

The experiments in animal models suggest that mitochondria-targeted 
rechargeable antioxidants might be a tool to increase health span and lifes-
pan in humans by lowering chronic inflammation and quenching oxidative 
damage during acute oxidative stress.
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CHAPTER 10

Mimetics of Caloric Restriction
OLEH LUSHCHAKa* AND DMYTRO GOSPODARYOV a
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10.1  Introduction
Caloric  restriction  or  calorie  restriction  (CR)  is  a  relatively  old  concept, 
initially  based  on  the  data  of  McCay  and  colleagues.1  It  was  found  that 
dietary-restricted  rats  lived  longer  than  the  corresponding  controls.1  It 
was generally accepted for a long time that total amount of calories in con-
sumed food did influence the life span of tested animals.2,3 After a while, life 
span extension by CR was observed  for many model organisms,  including 
fruit flies and nematodes.3 However,  it was difficult  to draw a distinct  line 
between malnutrition and life span-prolonging CR. The mechanism of life 
span extension by limitation of ingested food was obscure. Hence, it is not 
distinguished whether food restriction improves some health parameters or 
overeating worsens them. In other words, an optimal caloric state was not 
set. On the one hand, a calorically restricted diet can be optimal for an organ-
ism while increasing the amount of food will worsen health and shorten life 
span.2,4  On  the  other  hand,  a  “zero”  point  for  amount  of  food  consumed 
can be located between a supposedly “calorically restricted” diet and a diet 
promoting over-nutrition.  It was  found  in  the 2000s  (Figure 10.1)  that not 
only  calories  but  particular  nutrients,  namely  proteins,  may  play  a  role  in 
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Figure 10.1   Development of CR concept and related findings. Data were obtained from Masoro.19 The figure is modified from Benjamin 
et al.20 Briefly, the first book on CR collected data on the effects of CR on organismal life span and was published in 1988. 
Until the mid-1990s, the life-prolonging effects of CR had been proven for main classes of the Animalia kingdom, including 
humans. Since the mid-1990s, several other concepts have been overlapping with the CR concept (e.g., the hypothesis of 
methionine restriction). The first compound that prolongs life span by mimicking CR, resveratrol, was discovered in 2003. 
In each box: in black font: surname(s) of the investigator(s); in blue font: either model organism tested, or experiment mode, 
or key finding.



233Mimetics of Caloric Restriction

determining  life  span.3,5–9  So,  isocaloric  diets  with  different  amounts  of  
proteins may result in different life spans of model organisms.3,9 At nearly the 
same time, the life-prolonging effects of resveratrol, a low molecular pheno-
lic compound, were discovered.10 It was first noticed that resveratrol mimics 
CR.11,12 The molecular mechanisms of resveratrol were found to be mediated 
by  NAD+-dependent  histone  deacetylases,  sirtuins.11,13–15  Parallels  between 
the  life-extending effect and mimicking physiological and molecular signs 
of CR were found for many anti-aging drugs, including glitazones16 and rapa-
mycin.17 Simultaneously, a number of compounds that block catabolism of 
macronutrients  or  even  ingestion  were  found  to  provide  life  span  prolon-
gation.18 For  instance, acarbose and 2-deoxyglucose, which block glycogen 
breakdown and glycolysis, respectively, are among these compounds.18 It is 
suggested that some CR mimetics are not only inhibitors of catabolism but 
are signaling molecules shamming energy and/or nutrient sensors of cells. 
Indeed, a way of blockage of nutrient delivery to cells may not matter. The 
result is always either a lack of energy in the form of adenosine triphosphate 
(ATP) or deficiency of some building blocks for synthesis of proteins, poly-
saccharides  and  lipids.  The  question  about  the  superiority  of  energy  over 
plastic  material  or  vice versa  is  still  unresolved.  In  addition,  it  is  still  not 
clear whether we should take into account the number of calories in the diet, 
or  dietary  composition,  or  macronutrient  balance,  or  even  certain  dietary 
components, which when taken away from the diet would provide life span 
extension. In this review we will try to provide a comprehensive picture for 
development of the CR concept, the tissue-specific and intracellular conse-
quences of CR, a description of drugs that mimic CR outcomes, and suggest 
a mechanism explaining why a decrease in either energy or specific nutrients 
may lead to an increased life expectancy in particular biological species.

10.2  Aging and CR
The first evidence on the ability of CR to extend life span came from experi-
ments performed in rats by McCay and colleagues.1 Further studies showed 
that CR extended the life span by shifting mortality factors, such as diseases 
and tumors, to older age. Using different protocols, researchers revealed the 
life  span  extension  by  CR  in  many  organisms  like  yeast,  rotifers,  spiders, 
nematodes, flies, fishes and mammals, including non-human primates (Fig-
ure 10.1).

10.2.1  CR in Yeast: Saccharomyces cerevisiae
Replicative and chronological life spans are described for unicellular yeast. 
The replicative life span is measured by the amount of formed daughter cells 
produced by a single cell. Reduction of the glucose concentration from 2% 
to 0.5% was  the first CR  intervention  in yeast and this extended the repli-
cative life span two-fold. The same study showed the importance of certain 
genes  (SIR2,  FOB1,  CYT1)  for  mediating  this  phenotype.  In  addition,  gene 
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expression  profiles  of  mutants  with  overexpression  of  HXK2  and  HAP4 
showed significant overlap with CR-treated cells. A similar protocol was used 
in later studies to show the importance of the TOR pathway and transcription 
factors Msn2 and Msn4 in mediating life span extension by CR. In addition, 
many genes and factors were identified in yeast as important regulators of 
life span. The life-extending properties of many drugs, remedies and natural 
extracts were later discovered using this method.21–23

Chronological  life span  is also described  for unicellular organisms such 
as yeast Saccharomyces cerevisiae. Determination of chronological  life span 
requires a measurement of the number of alive cells able to produce colo-
nies while transferred to fresh media over different time points.24 Cells are 
quiescent in the G0 phase of the cell cycle but are metabolically active thus 
having  some  similarities  to  those  of  postmitotic  tissues  in  adult  multicel-
lular  organisms.  Taking  into  account  the  similarities  of  basic  biochemical 
pathways  in yeast and other organisms,  the model of yeast replicative and 
chronological  life  spans can be successfully used  for studies  involving  the 
effects of metabolism on the  life span of postmitotic cells.25,26 A  few path-
ways mediate chronological life span and act as mediators of its extension 
under CR. Well-known yeast signaling pathways, namely Tor/Sch9 and Ras/
AC/PKA, were shown to be sensitive to nutrient availability and activate tran-
scription factors Msn2, Msn4, and Gis1, which are responsible for metabolic 
reprogramming  during  starvation  via  protein  kinase  Rim15.  The  Tor/Sch9 
pathway also regulates the respiration and membrane potential of mitochon-
dria. CR inhibits this pathway to decrease ROS production and increase the 
stress response of the cell. However, many intermediate components of the 
aforementioned  signaling  pathways  are  still  missing  to  link  CR  effects  on 
apoptosis, protein aggregation, genome stability and epigenetic machinery 
of gene regulation.27–30

10.2.2  CR in Worms: Caenorhabditis elegans
C. elegans round worms are extensively used in aging research. The standard 
diet for worms consists of attenuated E. coli bacteria placed on solid plates. 
There are several methods to induce CR in these organisms: dilution of bac-
teria in liquid cultures; dilution of peptone, which reduces bacterial growth; 
using  axenic  medium  or  chemically  defined  liquid  medium;  serial  bacte-
rial dilution or total absence of bacteria in plates. Klass observed life span 
extension by bacterial restriction for the first time in 1977 (Figure 10.1). He 
did a 10-fold dilution of the initial bacterial culture and in these conditions 
worms lived about 52% longer.31 A similar protocol was used in other studies 
that  showed  longer  life  spans  in  animals  fed  diluted  bacterial  culture.32–34 
Removal of peptone from plates with nematode growth medium (NGM) agar 
extended the life span of worms by 30% but reduced reproduction.35 Signifi-
cant extension of worm life span was observed on axenic medium with killed 
E. coli,  soy  protein,  yeast  extract  and  hemoglobin.36  Similarly,  a  longer  life 
span was observed for worms fed chemically defined C. elegans maintenance 
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medium (CeMM) in comparison to the NGM one.37 CR created by serial dilu-
tion of bacterial culture has been widely used in studies of worm longevity.38 
The advantage of this method is the possibility of testing life span in a broad 
range  of  bacterial  concentrations.  Finally,  the  complete  absence  of  bacte-
ria on plates also extended the life span of nematodes.39,40 Interestingly, in 
these conditions worms lived 50% longer but restriction of bacteria by 90% 
increased life span by 20%.39

10.2.3  CR in Fruit Flies
Studies on various arthropod species show the possibility of extending the 
life span by CR in these animals. The most useful model is fruit fly Drosophila 
melanogaster. This model has many advantages like short generation time, 
life span of about 2–3 months, availability of many mutants and the possi-
bility to manipulate genes of interest in the whole organism or very specific 
cells. In addition, flies can be fed on a diet with only sucrose and yeast. The 
combination of sucrose and yeast in the diet makes it possible to produce a 
diet with different caloricities or ratios of macronutrients, such as protein 
and carbohydrate. A few types of dietary manipulations can be distinguished 
for fruit flies. The first one is food dilution, which is usually achieved by sim-
ple  reduction  of  sucrose  and  yeast  within  the  diet.  Dilution  decreases  the 
caloric value of the diet. The only problem is that flies eat more to compen-
sate for the lower caloric value of the diet by increasing amount of volume 
eaten when given full access to food.41 Second, dietary manipulation is usu-
ally called dietary protein restriction and is experimentally realized by using 
different  concentrations  of  yeast  (or  protein  in  some  cases).  In  principle, 
this means that researchers use diets with different protein-to-carbohydrate 
ratios (P : C). The power of using fruit flies in studies involving dietary effects 
on life span was most fully used by evolvement of the geometric framework 
(GF)  firstly  introduced  by  Simpson  and  colleagues.7  Later  GF  was  used  on 
other models, including mice. GF suggests using an array of diets with varied 
ratios between macronutrients with different total diet caloricity. Since the 
caloric value of yeast and sucrose is about 4 cal gram−1, an isocaloric diet can 
be simply prepared by adding these compounds in the same concentrations.

CR  achieved  by  food  dilution  had  a  beneficial  effect  on  fly  life  span. 
It  was  shown  that  restriction  of  the  initial  diet  by  60%  and  40%  caused 
life extension  in males and females,  respectively.42  It was discovered that 
dietary restriction (DR), as well as lowering the amount of only one or a few 
components of the diet, affects life span by decreasing the mortality rate. 
This decrease can be observed in two days after changing the diet from the 
control  to  the  restricted one.43 Conversely,  the mortality  rate  returned  to 
the control values when flies were switched from a dietary restricted to an 
ad libitum diet. Taken  together,  these results show that DR can be  impli-
cated at any age to extend the life span. Many studies were performed to 
study the interaction of specific genes and diet in regulation of life span. It 
was shown that Sir2 mediates longevity in the same way as CR. Ubiquitous 
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expression  of  dSir2  in  whole  flies  or  specifically  in  the  nervous  system 
extended fly life span.44 That effect was not observed when flies were tested 
in CR conditions. Another study showed that flies mutant for the histone 
deacetylase RPD3 gene live longer and this life extension involved mecha-
nisms similar to CR since the life span of these flies was not different when 
fed  the  restricted  diet.45  In  Drosophila,  mutation  in  gene  Chico  (insulin 
receptor substrate) produced a phenotype similar to those in Ames dwarf 
mice. Chico1 mutant flies were shown to  live  longer on calorie-rich diets. 
However,  under  restricted  nutritional  conditions  they  had  a  shorter  life 
span  due  to  starvation.46  Finally,  some  genetic  interventions  that  extend 
life span are fully independent of dietary composition. A longer life span 
was  observed  in  Or83b  mutant  flies  that  cannot  sense  smell  in  all  diets 
tested.47 A study in which GF was applied to flies showed that the P : C ratio 
rather than caloricity influences the life span.7 In that study, the life span 
was maximized at a P : C of about 1 : 8 while fecundity was observed at 1 : 2. 
Probably, when the P : C had been changed from 1 : 8 to 1 : 2, the life span 
became shorter because of increased reproduction, so, a trade-off between 
these two parameters can be observed. Other studies in flies also pointed 
out the importance of P : C  in the regulation of fly longevity.8,48,49 Thus,  it 
can  be  assumed  that  the  P : C  ratio  rather  than  calorie  intake  per se  can 
explain the life span extension by DR in Drosophila.5

10.2.4  CR in Mammals
The influence of CR on life span was tested in mammals including rodents, 
dogs  and  nonhuman  primates.  In  many  studies  CR  was  induced  by  food 
reduction  by  20–40%  from  the  ad libitum  amount  and  was  mostly  called 
dietary restriction (DR). Furthermore, the effects of CR induced in different 
ways were studied in human volunteers. CR extended mean and maximum 
life spans in brown rats (Rattus norvegicus)1,50,51 and in most laboratory strains 
of mice (Mus musculus). Meta-analysis of laboratory experiments since 1934 
showed an increased median life span by 14–45% in DR animals. In mice, the 
effects were much weaker than those observed in rats: the difference in life 
span was about 4–27%. The magnitude of extension was significantly lower 
among inbred mouse strains. In the inbred DBA/2 strain, DR did not affect 
life span at all. In addition, the lack of effects of DR on life span or even its 
shortening was shown in experiments with the ILSXISS recombinant inbred 
panel.52 There were some strains with significantly shortened life spans under 
DR. In addition, DR was not beneficial in offspring derived from wild-deliv-
ered mice. A possible explanation of these diverse effects might be the differ-
ence in genetic background, so DR protocols have to be different to extend 
the life span in animals with different genomes. Recent exciting studies per-
formed at Sydney University under the supervision of Prof. Stephen Simpson 
demonstrate the possibility and power of GF to evaluate interactive effects of 
dietary energy, protein, fat, and carbohydrate on life span and other traits, 
such as food intake, metabolism, and reproduction. The authors concluded 
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that longevity and health are optimized when protein is replaced with car-
bohydrate  to  limit compensatory  feeding for protein and suppress protein 
intake.  These  consequences  were  in  part  associated  with  the  activation  of 
mTOR  and  mitochondrial  function  in  the  liver  to  affect  branched-chain 
amino acids and glucose in blood. In addition, CR achieved by high-protein 
diets  or  dietary  dilution  had  no  beneficial  effects  on  life  span,  suggesting 
that longevity can be extended by manipulating the ratio of macronutrients 
to inhibit mTOR activation.3,53,54

A 15 year-long study was performed to study the effect of CR in domesti-
cated dogs, namely Labrador Retrievers.55 Restricted dogs were fed 25% less 
food and the median and maximum life spans were 16 and 9% increased, 
respectively. Furthermore, calorically  restricted animals had  lower weights 
and  fat  contents  as  well  as  reduced  serum  triglycerides,  triiodothyronine, 
insulin, and glucose concentrations. In addition, the onset of clinical signs 
of chronic diseases was delayed for diet-restricted dogs.

Rhesus  monkeys  (Macaca mulatta),  with  great  similarities  to  humans 
in  terms  of  genetics,  endocrinology,  physiology,  neuroanatomy,  cogni-
tive  function,  and  features  of  aging,56  are  commonly  used  in  biomedical 
research. Few trials have studied the life span of these animals in respect to 
CR. The properly designed studies started in 1987 and 1989 at the National 
Institute on Aging  (NIA) and the University of Wisconsin–Madison (UW), 
respectively  (Figure  10.1).  These  studies  identified  that  the  median  life 
expectancy of  rhesus monkeys  is about 26 years, 10% of animals survive 
up to 35 years, and the maximum life span was approximately 40 years.56 
Two different strategies were chosen to deal with chronic conditions and 
diseases. In the NIA study, animals with chronic disease were euthanized.57 
In contrast, a strategy to treat sick animals in a similar way to human clin-
ical medicine to prolong life was used in the UW study. The most import-
ant  message  from  both  studies  is  that  in  non-human  primates  (NHP), 
CR increases  life span.58  It was shown that  long-term CR improves heath 
in  part  by  affecting  signs  related  to  metabolic  syndrome.  Restricted  ani-
mals had decreased body weight,56,60–63  fat mass56,59–63 and amount of  tri-
glycerides.64,65 CR decreased the basal level of glucose and insulin66–69 and 
increased cholesterol in terms of high density lipoproteins (HDL)64,65 and 
sensitivity to insulin. Benefits of CR in NHP suggest that it may be benefi-
cial in humans as well.

Even if there are no strong data on how CR affects longevity in humans, 
many studies were performed to understand the effects of CR. Some epide-
miological observations make it possible to suggest that an inverse relation-
ship exists between caloric intake and aging.70,71 Similar results to the NHP 
results were obtained in experiments performed at the Biosphere 2 research 
facility,  where  8  subjects  were  calorically  restricted  for  about  two  years. 
The participants had decreased weight and fat content  that was accompa-
nied  by  decreased  levels  of  basal  glucose  and  insulin,  blood  pressure  and 
increased  insulin sensitivity.72–74 Similar changes were observed  in a more 
recent  study where  the effect of 25% restriction was  tested  in 150 healthy 
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people.  Briefly,  CR  individuals  had  decreased  body  weight  and  fat,75–77  tri-
glycerides,75,78 basal  insulin and glucose levels,75,78,79 and blood pressure.75 
Increased insulin sensitivity80 and high density lipoprotein (HDL) levels75,81 
were observed under CR. Finally we have to agree that the capacity of CR to 
extend life span in humans is still unknown. However, similarities between 
CR effects on animal models and in humans suggest that CR may be useful 
to extend healthspan.

10.3  Beneficial Effects of CR
Many studies have shown that CR induces various beneficial changes both 
in short and long term perspectives for the extension of the life span and 
prolongation of healthspan. These changes can be used as early markers 
during  the  studies  of  chemicals  or  drugs  with  suggested  action  mecha-
nisms similar to CR. The biological effects of CR include, but are not lim-
ited to: modification of important regulatory pathways via the expression 
and activity of key enzymes involved in metabolism; reduction of damage 
to  macromolecules  like  proteins  and  nucleic  acids  and  intensification  of 
their  clearance  if  damaged  and  cannot  be  repaired;  reduction  of  chronic 
inflammation  and  decreasing  of  inflammatory  markers;  modulation  of 
apoptosis and action of chaperone molecules; prevention of glucose and 
insulin intolerance; specific alteration of processes controlling cell repair 
or death.

10.3.1  Cardiovascular System
A body of evidence predominantly from animal studies and from some lim-
ited human trials indicates that CR has beneficial effects on the cardiovas-
cular system. It reduces blood pressure and improves vascular function by 
decreasing  oxidative  stress82  and  increasing  the  availability  of  nitric  oxide 
(NO) by activation of endothelial nitric oxide synthase (eNOS) and affecting 
the histone deacetylase Sirt1.82–85 Increased levels of adiponectin and activa-
tion of AMP-activated protein kinase (AMPK) by CR prevented hypertension 
and cardiac hypertrophy in spontaneously hypertensive rats.86 Reduced ath-
erosclerosis and improved insulin sensitivity, as well as prevention of oxida-
tive damage in cells of arterial walls, are achieved by decreased blood lipids 
(triglycerides, cholesterol) and glucose.58,67,75,87,88 Additionally, CR decreases 
inflammation markers like TNF-α and IL-6.75,89,90 Increased myocardial oxida-
tion and ATP production,91 Sirt1 activity,92 mitochondrial function and bio-
genesis93–95 as well as activation of pro-survival kinases Akt and extracellular 
signal-regulated kinases (ERKs) under CR conditions reduce the myocardial 
injury caused by ischemia-reperfusion.91 Reduction of ventricular hypertro-
phy and improved diastolic function are possible by reduction of blood pres-
sure, oxidative  stress and myocardial  fibrosis  in parallel  with  activation  of 
AMPK86 and increased expression of sarco/endoplasmic reticulum calcium 
ATPase, SERCA2.96
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10.3.2  Brain Function
An interesting interrelationship occurs between brain functioning and CR. 
On the one hand, CR affects the brain by enhancing cognitive function and 
preventing age-related changes and neurodegeneration.97 On the other hand, 
the brain plays an important role as a mediator of the response to CR by acti-
vating nutrient-sensitive hypothalamic circuitries.98 The beneficial effects of 
CR on the brain mostly include impact on neurogenesis, synaptic plasticity, 
and neuroprotection, and are mediated by  induction of mild stress.99 This 
mechanism, called hormesis, modulates key pathways regulating neuronal 
activity and cell resistance in response to stronger stress.100 CR affects neu-
rogenesis by maintaining neuronal stem cells.101 These cells can proliferate 
and  differentiate  into  either  neuronal  or  glial  cells  to  recover  tissue  after 
damage.102  The  ability  to  produce  new  cells  is  also  important  for  learning 
and memory consolidation.103

Synaptic plasticity is the ability of synapses to transmit stronger or weaker 
signals between cells. Both regulation of neurotransmitter release from pre-
synaptic cells and the amount of receptors in postsynaptic cells define the 
strengths  of  a  signal.  Production,  release  and  reabsorption  of  neurotrans-
mitters require energy for synthesis and active transport. Thus, an increased 
mitochondrial  biogenesis  to  support  energetic  needs  could  be  among  the 
beneficial effects of CR.104 Additionally, it was shown that more mitochondria 
are accumulated in the synapses105 and their damage impairs learning and 
memory consolidation.106 Mitochondrial biogenesis is partially activated by 
a higher concentration of NO, which is also involved in the formation of syn-
apses in hippocampus.107 This fact is also supported by results obtained with 
Sirt1-deficient mice, which have weaker synaptic plasticity, impaired memory  
and  upregulation  of  eNOS.108,109  CR  affects  the  expression  levels  of  many 
genes encoding receptors by preventing age-dependent decrease in expres-
sion.110,111 Neurotrophins, Trk-B, NR1 and NR2B subunits of  the N-methyl- 
d-aspartate-sensitive  receptor  are  among  them.  This  mechanism  prevents 
the loss of synaptic plasticity and increases cognitive functions that rely on 
hippocampus-dependent memory tasks.

CR induces pro-longevity and anti-aging mechanisms in various cells, includ-
ing neuronal ones. Altered mitochondrial biogenesis112 and an increased level 
of free radical species were observed in aged brain and in several models for 
neurodegeneration.113,114 Respiration capacity and biogenesis of mitochondria 
are regulated primarily by peroxisome proliferator-activated nuclear receptor 
gamma  coactivators  (PGC-1α  and  PGC-1β),  regulators  of  gene  transcription 
whose activation is mediated by NO.94,115,116 Furthermore, the activity of PGC-
1α is regulated by Sirt1-driven deacetylation.117 Being an important regulator 
of brain health and mediator of response to CR, Sirt1 targets the transcription 
factors such as FOXO1 and NF-κB, which, in turn, regulate metabolism, stress 
resistance and  inflammation.118–120 Thus, brain Sirt1-deficient mice did not 
properly respond to CR by increasing locomotor activity and insulin sensitiv-
ity.118 The key molecular pathways affected by CR in cells belonging to cardio-
vascular and neural system are summarized in Figure 10.2.
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10.3.3  Hormonal Regulation
Aging significantly affects  the endocrine system. Both decreased hormone 
secretion  and  responsiveness  of  endocrine  tissues  to  stimuli  are  observed 
in  aging.121  Aging  causes  decreases  in  the  levels  of  estrogen  (menopause), 
testosterone (andropause), growth hormone and insulin-like growth factor-1 
(IGF-1) (somatopause), and dehydroepiandrosterone sulfate (adrenopause). 
In  addition,  the  response  of  targeted  tissues  may  induce  development  of 
pathologies and diseases. For example, the level of fasting insulin increases 
because of the development of resistance to it  in peripheral tissues due to 
increased adiposity, decreased physical activity, and loss of muscle mass.122 
Thus,  insulin,  IGF-1,  and  growth  hormone  are  key  mediators  of  life  span 
extension by CR.

The insulin concentration in plasma may serve as a biomarker for aging 
since  it  increases  with  age.  Lower  levels  of  insulin  were  observed  in  calo-
rie  restricted  rodents  and  monkeys.69  Increased  longevity  was  observed  in 
people  with  lower  than  median  plasma  insulin  levels.123  In  CRONies  (CR 
with Optimal Nutrition) study, restriction for about 6 years decreased serum 
insulin and glucose concentrations.75 A  randomized controlled  trial  for 12 
months where aged individuals were subjected to 20% CR showed decreased 
concentrations of fasting insulin but increased sensitivity to this hormone.124 

Figure 10.2   Key molecular pathways affected by CR in the cardiovascular and neu-
ral systems. Transcription regulators: NF-κB: nuclear factor κB; FOXO: 
forkhead box O. Modifying enzymes: TOR: target-of-rapamycin kinase, 
AMPK: AMP-activated protein kinase; ERK: extracellular signal-regu-
lated kinase; Trk-B: tropomyosin receptor kinase B; Akt: pro-carcino-
genic  protein  kinase  B;  Sirt1:  sirtuin,  histone/protein  deacetylase. 
Metabolic enzymes: eNOS: endothelial nitric oxide synthase. Recep-
tors/ligands: NMDA: N-methyl-d-aspartate; NR1 and NR2B: subunits 
of NMDA receptor; TNFα: tumor necrosis factor α; IL-6: interleukin 6.



241Mimetics of Caloric Restriction

A decrease of fasting insulin by about 30% was observed under the 6 month 
CR.79  Additionally,  decreased  acute  insulin  response  to  glucose  supports 
improvement  of  cell  responsiveness.80  This  study  also  showed  that  CR 
decreases fat content in adipose tissue and that the size of fat cells explains 
how the organism became leaner. However, the link between insulin and CR 
is not so obvious. Decreased insulin levels in circulation cause lower expo-
sure of tissues to this hormone. In addition, increased sensitivity to insulin 
has been observed in tissues that require insulin for glucose uptake, such as 
muscle. Glucose uptake by these tissues can be virtually the same in control 
and CR conditions. In tissues that do not require insulin for effective glucose 
uptake,  such  as  the  nervous  system,  where  insulin  signaling  at  CR  condi-
tions is decreased, CR can both increase and decrease insulin signaling in a 
tissue-specific manner.

The importance of decreased insulin signaling in the nervous system is 
supported by experiments with long-living mutants that have impaired sig-
naling  in  this  tissue.125  A  similar  situation  is  observed  in  IGF  signaling. 
The  level  of  this  peptide  in  plasma  is  decreased  in  long-term  CR-treated 
animals,126 but the expression of its receptors is increased by 1.5–2.0-fold 
in  the  liver,  muscles  and  heart.127  These  facts  support  the  importance 
of  tissue-specific  increases  or  decreases  of  IGF  signaling  for  life  span 
extension.128

10.4  Intracellular Consequences of CR
Taking together all the knowledge described above and in previous chapters 
of this book about CR, we see that CR triggers many pro-longevity processes. 
The most exciting discussion is about the balance between anabolic and cat-
abolic processes. Logically, to live long the organism should be set in a way 
to avoid damage or incorrect operation of any essential component, and to 
repair this damage quickly and effectively in case it happens. There are many 
strategies  for protecting an organism from  loss of  functionality. The most 
simple of them is slowing down metabolism129–132 and thus preventing dete-
rioration of cellular components, cells, tissues and organs. The other strategy 
is keeping effective regeneration of all worn-out components along with slow 
wearing out of the repair machinery.132 Food consumption, anabolism and 
accumulation of storage metabolites force organisms to operate constantly 
and wear out. CR promotes life-extending processes, such as mitochondrial 
biogenesis,  ATP  production,  and  autophagy.  In  some  cases,  apoptosis  of 
outworn cells followed by cell division and tissue regeneration may lead to 
life  span  extension.  These  pro-longevity  events  are  partially  controlled  by 
AMPK, which promotes mitochondrial biogenesis. The latter process is con-
trolled  by  several  transcription  factors  and  their  co-activators,  particularly 
PGC-1α, peroxisome proliferator-activated receptor gamma co-activator 1α. 
It was demonstrated that both sirtuins and AMPK are involved in activation 
of PGC-1α.133–135 Inhibition of mTOR by AMPK results in activation of auto-
phagy. Autophagy allows cells to clear impaired or age-worn proteins and/or  
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organelles.  Surely,  the  autophagy  should  be  followed  by  biosynthetic  pro-
cesses and expenditure of storage metabolites.136–138  In addition, extensive 
autophagy may promote biosynthetic processes, resulting in wearing out of 
biosynthetic machinery.

10.4.1  Autophagy
Autophagy  is  a  “self-eating”  process  involved  in  elimination  of  cytoplas-
mic  macromolecules,  organelles  and  their  parts.  Autophagy  enables  reuse 
of  simpler  compounds  derived  from  damaged  molecules  and  cytoplasmic 
organelles  for  energetic  and  biosynthetic  needs.  At  the  cellular  level,  it  is 
involved in maintenance of nutrient fluctuations, disposition of dangerous 
protein aggregates and removal of dysfunctional or damaged organelles. It 
also has benefits at  the organismal  level due  to reducing oncogenesis and 
inflammation,  maintaining  neuronal  function,  improving  lipid  mobiliza-
tion, and cleaning of apoptotic and necrotic cells. Autophagy mediates pro-
tective effects in rodent models of damage in organs like the liver,139 heart,140  
nervous system141 or kidney.142

Many studies indicate that expression of genes encoding proteins related to 
autophagy is downregulated in aged organisms. Protein kinase ULK1, adap-
tor proteins and autophagosome components, such as Beclin 1, LC3, Atg5, 
and Atg7, are among these proteins. This fact suggests an important role of 
autophagy in regulation of longevity and this was experimentally shown in 
various models. Screening in yeast S. cerevisiae identified that mutations in 
10 ATG genes have shortened chronological aging.143 The short-lived pheno-
type was observed in nematodes with loss-of-function mutations in Atg1, 7 
and 18 and Beclin 1.144 Atg1, Atg8 and Sestrin1 ablation shortened the life 
span by induction of mitochondrial dysfunction, triglyceride accumulation 
and muscle degeneration in flies.145,146 Tissue-specific knockout of ATG genes 
in mice resulted in accumulation of ubiquitinylated proteins and lipofuscin, 
disorganized mitochondria, and protein carbonylation, carboxymethylation, 
or nitrosylation.

CR is  the strongest physiological  inducer of autophagy,147 and inhibi-
tion of autophagy prevents the anti-aging effects of CR in all species inves-
tigated in this respect. CR may induce autophagy by TOR inhibition either 
by  activation  of  AMPK148,149  or  inhibition  of  insulin/insulin-like  growth 
(IGF) factor signaling.150 CR is not able to increase life span if TOR signal-
ing is inhibited in yeast, worms, or flies.151 Pharmacological inhibition of 
TOR by rapamycin extends the life span in various organisms. However, 
life span extension by rapamycin  in C. elegans was abolished by  loss-of-
functions  in Atg1 and Atg 8.152  In Drosophila,  the  life span extension by 
TOR inhibition was mediated by activities of its phosphorylation targets, 
such  as  S6K  and  4E-BP.153  Impaired  expression  of  S6K  extended  the  life 
span  of  C. elegans,  D. melanogaster,  and  mice.154,155  Rapamycin  failed  to 
extend the life span of flies that overexpress a constitutively active form 
of S6K.153
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10.4.2  Metabolism of Reactive Oxygen Species
Oxidation of cell components by reactive oxygen species (ROS) is one of the 
factors that hasten cell deterioration. Now, it has become clear that endoge-
nous production of ROS is well regulated by several signaling pathways. This 
fine control of  the ROS level may even represent a certain kind of biologi-
cal clock. The control of ROS production is mediated by transcription factor 
Nrf2 (Nuclear factor erythroid 2-related factor 2) and partially by FOXO (fork-
head  box O),  which  induce  expression  of  antioxidant  enzymes.156  Indeed, 
increased ROS production is observed in aged animals.157,158 This increase is 
caused by mitochondrial dysfunction, leading to ROS-induced damage. CR 
was shown to decrease production of ROS by mitochondria in various tissues. 
Also, decreased amounts of damaged macromolecules represent the benefits 
of CR. However, organism still has to generate energy even if energetic sub-
strates are limited. This problem could be resolved by increase of respiration 
under CR conditions. However, this logic is rather ambiguous. For instance, 
it  is accepted that mitochondria are ones of  the main ROS sources. So, an 
increase in mitochondrial biogenesis attributable to CR may potentially lead 
to an increase in ROS production. The steady state level of oxidative damage 
(including oxidized proteins, lipid peroxides, and modified nitrogen bases) 
is indeed higher in long-lived naked mole rats compared with mice that have 
a shorter life span.159–161

Oxidative stress is developed when the balance of free radical production 
and detoxification is changed. ROS, such as superoxide anion, hydrogen per-
oxide and hydroxyl radical, are produced as side products of energy produc-
tion by the electron transport chain within mitochondria. In addition, some 
amount  of  them  can  be  produced  by  catalytic  action  of  specific  enzymes 
(e.g., xanthine oxidase). ROS are active molecules that can damage cellular 
macromolecules if not detoxified by antioxidant enzymes or exogenous anti-
oxidants. Accumulation of oxidized lipids, proteins or nucleic acids during 
aging has been suggested to affect the life span and supports the free radical 
theory of aging (FRTA). However, many recent pieces of evidence suggest that 
FRTA is not correct. Naked mole rats are probably the most exciting evidence 
against FRTA. Short-, middle- and long-time CR decreases ROS production 
by mitochondria  in many species. The  longer  life  span of CR animals can 
support  FRTA  to  some  extent.  However,  even  if  FRTA  cannot  fully  explain 
aging, ROS definitely play an important role in the regulation of longevity.

It was shown that chemical or environmental stresses of moderate inten-
sity might extend the life span by activation of pro-survival pathways. This 
phenomenon is called ‘hormesis’. It was shown that CR increases organism 
mobility and exercise to increase ROS production and mitochondrial metab-
olism.162–164 This observation may suggest hormesis as a mechanism of CR 
action.  Here  we  have  a  contradiction  between  two  processes—decreased 
ROS production under CR and increased ROS production due to more exer-
cise. Partial explanation of this contradiction came recently. New data reveal 
more complex links between aging, anabolism, catabolism, autophagy, and 
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oxidation  by  ROS.  It  was  recently  found  that  a  relatively  slight  increase  in 
the ROS  level may account  for  life  span extension  in  fruit flies and nema-
todes.165,166 ROS production by  respiratory complex  I  increased because of 
over-reduction  of  CoQ  and  thus  leaking  of  electrons.  In  fruit  flies,  expres-
sion  of  non-proton-pumping  rotenone-insensitive  NADH  dehydrogenase 
increased ROS production and extended the life span.166 This effect was not 
observed  when  other  complexes  were  affected.  An  explanation  may  come 
from the regulatory function of ROS as signaling molecules from mitochon-
dria  to other cellular compartments. ROS can affect  the activity of specific 
MAP-kinase  cascades  and  redox-sensitive  transcription  factors  to  increase 
antioxidant  defense  and  capacity.  Interestingly,  co-treatment  with  antioxi-
dants to inhibit ROS production reduces signal transduction and abolished 
life span extension under CR.167,168 Moreover, the hypothesis of mitohorme-
sis  assumes  a  potentially  beneficial  influence  of  moderate  levels  of  mito-
chondrial  ROS  on  organismal  healthspan.169  Furthermore,  the  oxidatively 
modified molecules may not cause death themselves.132,160,170

An organism would deteriorate in case of oxidation of essential proteins, 
key metabolic enzymes, metabolite  transporters,  components of  signaling 
machinery,  etc.  It  becomes  more  evident  that  oxidation  of  relatively  unes-
sential proteins may instead protect essential ones.171,172 The oxidation and 
clearance of incorrectly translated proteins may also protect organisms.173,174 
Oxidation of special susceptible amino acids, particularly methionine, may 
protect organisms from death.175 There is also evidence that protein aggre-
gation is necessary for homeostasis.137 In some cases, oxidation of suscepti-
ble proteins may allow the re-direction of metabolism in order to withstand 
stressful conditions.176 An increase in mitochondrial biogenesis may also not 
lead to a corresponding increase in ROS production: several works show that 
mitochondria are sinks for ROS rather than ROS generators.177–179

Finally, one can conclude  that chemical compounds  that would activate 
the same pro-longevity processes as CR, particularly mitochondrial biogene-
sis, autophagy and antioxidant response, may partially or completely mimic 
CR and extend life span.

10.5  Ways to Achieve CR
10.5.1  Decreased Food Consumption
Food consumption is regulated by many factors, both external and internal. 
Among external ones, food quality, visual and smell input signals are proba-
bly the most important. Internal factors primarily involve neuronal and hor-
monal regulation. Decreased food consumption is the easiest way to achieve 
CR. It is quite simple to decrease food consumption in mice, rats or humans 
by giving less food, but not in some other animals. For example, in budding 
yeast S. cerevisiae, the only way to give less food is to decrease the amount of 
carbohydrate within the initial medium. For the round worm C. elegans the 
dilution of  the  initial culture makes  it possible  to decrease  the amount of 
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bacteria given to a certain amount of organisms. Interestingly, worms with 
mutation in the eat2 gene have significantly reduced food uptake and thus 
live longer due to CR.180,181 In the fruit fly D. melanogaster, there is no way to 
give less food so far and thus food dilution is used. There are some important 
factors to be pointed out. Firstly, the restriction has to be designed to avoid 
malnutrition  by  important  exogenous  factors  like  vitamins  and  microele-
ments. Secondly, it is important to measure ad libitum food uptake in order 
to  ensure  proper  reduction  of  given  food.  Finally,  the  restricted  protocol 
should not induce starvation.

10.5.2  Dietary Composition
Every diet consists of carbohydrates, fats, proteins, water, vitamins, and min-
erals. Total caloric value or  food energy  is  the amount of chemical energy 
the organism can get. Carbohydrates, fats and proteins are macronutrients 
that give about 95% of food energy. However, even with the same energetic 
value, one diet can be calorie restricted in comparison to other. For instance, 
sucrose and yeast are used in studies with fruit flies. Sucrose is a pure car-
bohydrate whilst yeast consists of protein and simple and complex carbohy-
drates, lipids and indigestible fibers. The caloric value of these components 
is virtually the same as 4 kcal g−1 of sucrose and 4.02 kcal g−1 of yeast. The 
diet with 65 g of yeast and 150 g of sucrose per liter has a caloricity of 861 
kcal l−1. The diet with 150 g of yeast and 65 g of sucrose per liter has 862 kcal 
l−1. Experiments showed that flies of the first group are long-lived in compar-
ison with those of the second group. This experiment shows that the caloric 
value of the diet is not the primary factor to regulate life span. However, these 
results show the possibility of using an isocaloric diet to extend the life span.

The way to extend the life span by using isocaloric diets is partial replace-
ment of components that can be easily used to produce energy with those that 
cannot be used for this purpose. The easiest example is fiber. For example, 
the human body cannot digest cellulose, a polysaccharide composed of glu-
cose monomers. Additionally, consumption of soluble dietary fibers before 
meals slows  the absorption of carbohydrates by blunting  the postprandial 
insulin spike.182,183 Thus, addition of this compound to the diet will keep the 
same food energy density but the organism will produce less energy in the 
form of ATP during its metabolism. CR can be also achieved by addition of 
non-metabolizable or “zero-calorie” sugars like sucralose or l-glucose.

10.5.3  Inhibition of Food Digestion and Absorption
Affecting both food digestion and absorption processes may be a way to create  
CR conditions. Multiple enzymes are involved in digestion of complex nutri-
ents  to  more  simple  forms  that  can  be  absorbed.  To  decrease  the  uptake 
of  calories  derived  from  complex  carbohydrates,  inhibitors  of  enzymes 
such as amylases, glycosidases and disaccharidases can be used. Amylases 
and  glycosidases  convert  starch,  glycogen  and  other  molecules  to  simpler 
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disaccharides. The latter undergo further digestion on the surface of entero-
cytes in the gut. For instance, Streptomyces tendae produces tendamistat, a 74 
amino acid inhibitor that targets a wide range of mammalian alpha-amylases 
by steric blockage of the active site of the enzyme. Disaccharidase inhibitors, 
such  as  acarbose,184,185  miglitol  or  l-arabinose,186  effectively  decrease  the 
breakdown of disaccharides like maltose and sucrose to monosaccharides in 
the intestinal epithelium. Inhibition of carbohydrate breakdown was shown 
for white beans187,188 and some commercial formulations, such as InSea189 or 
Irvingia.190,191  Interestingly,  many  inhibitors  may  be  effectively  used  under 
diabetic complications or obesity.

Lipase enzymes in the stomach and small intestines break down dietary 
fats. Orlistat, the lipase-inhibiting drug, was found to be able to reduce the 
dietary fat absorption by 30%.192 The polyphenols from green and black tea 
are able to inhibit lipase activity enabling to eat more calories without absorb-
ing all of the fats.193,194 Along with lower caloric absorption from fat, green or 
black tea polyphenols substantially reduce blood glucose, triglycerides, cho-
lesterol, and other vascular risk factors.195–199 Similar changes happen when 
calorie intake is reduced,81,200 supporting the fact that blocking fat digestive 
enzymes prevents excess calories from being absorbed.

10.5.4  Decrease in Appetite and Satiety
Appetite is regulated by interaction between digestive tract, hormonal and 
neuronal systems. Appetite serves to regulate food intake to support organ-
isms with energy and is closely related with satiety. The hypothalamus is the 
part of the brain responsible for regulation of the appetite. Its neurons sense 
the concentration of hormones such as ghrelin, leptin, PYY 3–36, orexin and 
cholecystokinin produced in other parts of the organism. Thus, modification 
of the hypothalamic sensitivity or the concentration of hormones can be use-
ful for decreasing energy intake. Interestingly, pinolenic acid found in pine 
nuts can suppress appetite and thus reduce food intake by 36%.201 It stim-
ulates the secretion of the hunger-suppressing hormone cholecystokinin202 
and glucagon-like peptide-1.

10.5.5  Mimetics of CR

10.5.5.1  Biguanides
Biguanide metformin, which has been used for a  long time as an anti-dia-
betic drug, has been found to prolong life span in mice.203–205 A similar com-
pound,  phenformin,  demonstrated  a  stronger  effect,  but  in  relatively  low 
concentrations.206–208 In high concentrations, phenformin was shown to be 
toxic.208 It is widely accepted that the effect of biguanides such as metformin, 
phenformin,  buformin,  galegine,  and  some  other  guanidine-containing 
compounds is mediated by the activation of AMPK.209–214 However, AMPK is 
believed to be a secondary target of biguanides while the primary target and 
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exact mechanism of AMPK activation are not understood completely. Met-
formin was shown to inhibit complex I (proton-pumping NADH:ubiquinone 
oxidoreductase) of the mitochondrial respiratory chain. Logically, this inhi-
bition may hinder the formation of mitochondrial membrane potential by 
mitochondrial respiratory complexes. The decrease in membrane potential 
may result in a lowering of proton flux through ATP synthase and, finally, a 
decrease in ATP production.215–218 The latter may lead to a change of energy 
charge  and  an  increase  in  the  concentration  of  AMP,  which,  in  turn,  acti-
vates AMPK. However, the exact binding site of biguanides on complex I and/
or mechanism of  inhibition has not been found yet.216,218  It was suggested 
that the inhibitory action of metformin is connected with its metal-chelat-
ing properties, especially its ability to bind copper.218,219 However, it remains 
unclear how copper sequestration may affect complex I, which does not con-
tain this metal, and not affect copper-containing cytochrome c oxidase (com-
plex IV). Indeed, it was demonstrated that metformin affects only complex 
I without an influence on other complexes of the mitochondrial respiratory 
chain.212,216,218 An alternative mechanism of AMPK activation by biguanides, 
particularly metformin, suggests a direct interaction between the γ-subunit 
of AMPK and the drug.220 Other authors showed that metformin helps the 
formation  of  a  heterotrimeric  complex  of  α-,  β-  and  γ-subunits.221  Recent 
findings have demonstrated that metformin inhibits mitochondrial glycero-
phosphate  dehydrogenase.213,217  This  inhibition  impairs  recycling  of  the 
cytosolic NAD+ pool by means of the mitochondrial respiratory chain. In the 
latter case, cytosolic NADH would tend to be oxidized via the lactate dehydro-
genase reaction.217 Lactic acidosis was declared to be a common side-effect 
for biguanides. Moreover, inhibition of glycolysis by accumulation of lactic 
acid and NADH may account for the anti-cancer effects of metformin. The 
dependence of cancer cells on the glycolytic way of energy production has 
been well documented.222

10.5.5.2  Natural Phenols
It  was  shown  in  a  number  of  studies  that  the  life  span  of  model  animals 
can be prolonged by administration of flavonoids and natural plant phenols 
as wells as alkaloids or multicomponent plant extracts.223–228 The most well 
known  examples  are  curcumin,145,229–231  quercetin225  and  epigallocatechine 
gallate.135,226 Life span-extending properties were also attributed to resvera-
trol,13,14,224,231–234 which was  first studied  for  its  life extension properties 
in  a  yeast  model.10  Resveratrol  was  first  found  to  mimic  effects  of  CR.11,12 
Possible mechanisms of this mimicking are believed to be connected with 
nutrient sensing. The early studies on resveratrol demonstrated its ability to 
activate sirtuins.11,13–15,235 These deacetylases, in turn, modulate the activity 
of many proteins, including protein kinases of signaling pathways, transcrip-
tion factors and their co-activators. Proteins involved in life span regulation, 
such  as  AMPK  and  transcription  factor  FOXO,  are  counted  among  those 
regulated  by  sirtuin-catalyzed  deacetylation.  Naturally,  sirtuins  respond  to 
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the cellular energy state, using oxidized nicotinamide adenine dinucleotide 
(NAD+) as the substrate and being inhibited by nicotinamide.235 An increase 
in NAD+ occurs during intensive mitochondrial respiration, indirectly indi-
cating  about  the  rate  of  ATP  production  by  oxidative  phosphorylation.236 
Some  studies  have  shown  the  direct  interaction  of  resveratrol  with  sirtu-
ins.134,234 Other studies suggest a more global effect of resveratrol based on 
its ability to activate mitochondrial complex I.236 However, this action of res-
veratrol contradicts the supposed life span-prolonging mode of metformin 
mentioned above. It can also be possible that cellular longevity can be pro-
moted by either inhibition of complex I or its activation. At the same time, 
undisturbed operation of complex I may be attributable to a “healthy” cell 
senescence.

Recently,  a  few  more  explanations  of  life  span  extension  by  resveratrol 
have been proposed. The transcription factor Nrf2 (Nuclear factor erythroid 
2-related factor 2), which regulates genes of antioxidant response and xeno-
biotic detoxification, has been found to be crucial for cellular longevity.237–240 
This factor is, in turn, regulated by redox sensing mechanism: thiol-contain-
ing adaptor protein Keap1 binds Nrf2 when reduced and targets  this  tran-
scription factor for ubiquitination and subsequent proteolytic breakdown by 
proteasome. Under oxidative stress, thiol groups of Keap1 are oxidized and 
form disulfide bonds, leading to conformational changes and, eventually, the 
inability to bind Nrf2.239,241 As a result, Nrf2 is directed to the nucleus, where 
it  activates  expression  of  target  genes.  Nrf2  target  genes  are  those  encod-
ing  antioxidant  enzymes  like  superoxide  dismutase  and  catalase,239,240,242 
NADPH-producing  enzymes—glucose-6-phosphate  dehydrogenase  and 
malic enzyme,243,244 cytosolic NAD(P)H-quinone dehydrogenase, and thiore-
doxins.239,243,245 It was shown that resveratrol and natural plant phenols (e.g., 
curcumin) are able to bind and inactivate Keap1, inducing Nrf2.239,240

10.5.5.3  Rapamycin
Rapamycin (also known as sirolimus) is a macrolide immunosuppressant 
drug. Its ability to prolong life span in yeast was first observed in 2006.246 
Soon, it was found that the target of rapamycin in animals is peptidylprolyl 
isomerase FKBP12 (FK-binding protein 12).247–249 The complex of FKBP12 
with rapamycin inhibits downstream kinase, literally called mammalian (or 
mechanistic) target-of-rapamycin (mTOR) kinase. This kinase was shown to 
be involved in regulation of protein synthesis and autophagy. Particularly, 
mTOR kinase phosphorylates downstream P70 S6 kinase, which promotes 
protein biosynthesis and inhibits autophagy. The final result of this regu-
lation is fostering of cell division and tissue growth, and accumulation of 
storage metabolites like fat.136,250 The processes such as tissue growth and 
accumulation  of  reserve  metabolites  rely  on  calorie  and  nutrient  intake, 
and  are  considered  to  be  pro-aging  ones.136,251  The  anti-aging  properties 
of  rapamycin have been confirmed on many model organisms,  including 
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mammals.251,252 It suggests that mTOR signaling is a universal pathway that 
regulates the impact of nutrients on senescence in eukaryotic organisms. 
It  is  proven  that  the  mTOR  pathway  is  activated  by  nutrients,  especially 
amino acids. The activation of mTOR by amino acids is mediated by small 
GTPases called Rag, which get the signal by directly binding amino acids 
like  leucine.253–256  In  this  case,  rapamycin  may  mimic  CR  effects  by  pre-
venting utilization of ingested nutrients for tissue proliferation. However, 
there is no direct connection of mTOR with cell energy state, i.e. ATP level. 
An indirect connection is possible via AMPK. Particularly, AMPK activates 
adaptor  tuberous  sclerosis  proteins,  hamartin  (also  known  as  TSC1)  and 
tuberin  (TSC2), which,  in  turn,  indirectly  inhibit  TOR  by  means of  small 
GTPase Rheb.247,248,254 Thus, mTOR seems to be a common final target for 
biguanides and rapamycin.

Despite  beneficial  effects  on  longevity,  rapamycin  also  confers  negative 
side effects, including its immunosuppressant action and, as a consequence, 
an increased probability of infectious diseases.257,258 Derivatives of rapamy-
cin (rapalogs), temsirolimus, everolimus, zotarolimus, zidaforolimus and a 
few others were designed in order to treat cancer via inhibition of the mTOR 
pathway.  The  rapalogs  exhibited  only  moderate  anti-cancer  properties  in 
clinical  trials.248  Nevertheless,  it  does  not  exclude  the  use  of  rapalogs  as 
anti-aging drugs. A possible way  to decrease  the side effects of  rapalogs  is 
to elaborate a chemical  inhibiting the mTOR pathway by direct binding of 
mTOR kinase complexes or even their downstream target P70 S6 kinase. The 
deletion of ribosomal P70 S6 kinase 1 was shown to be sufficient to prolong 
life span in mice.155,259

10.6  Intracellular Targets of CR
10.6.1  Sensors of Nutrient and Energy State
In previous subsections we have shown that a number of compounds that 
suppress  catabolism  led  eventually  to  accumulation  of  certain  crucial 
metabolites, namely NAD+ and acetyl-coenzyme A (hereinafter, acetyl-CoA). 
Of note, these two compounds appear to be on the crossroads of metabolic 
pathways. For example, acetyl-CoA can be formed as a product of fatty acid 
β-oxidation,  while  dietary  polysaccharides  are  converted  into  glucose  and 
then into pyruvate, which, in turn, yields acetyl-CoA, being oxidized by the 
pyruvate  dehydrogenase  complex.  Proteins  are  broken  into  amino  acids, 
some of which are turned into ketoacids by transamination or deamination. 
Many  ketoacids  can  easily  be  converted  into  acetyl-CoA.138,230,260,261  Thus, 
we expect that acetyl-CoA is the compound that may signal about a lack of  
specific nutrients.

True signaling suggests  the presence of a specific receptor and a signal-
ing pathway that regulates cell processes mainly by post-translational mod-
ification of specific enzymes and transcription factors. The modification of 



Chapter 10250

transcription factors results in deep changes to cell metabolism at the level of 
gene expression. Indeed, this way of nutrient and energy signaling may take 
place  in  some  cases  we  describe  below.  However,  more  evidence  has  been 
obtained, supporting the  idea that post-translational modifications can be 
induced directly by acetyl-CoA and NAD+.235,262 Particularly, both acetyl-CoA 
and NAD+ are involved in post-translational modifications of proteins, such 
as acetylation and deacetylation, respectively. Moreover, NAD+ is a source of 
ADP-ribose, a modifying molecule for ADP-ribosylation and poly-ADP-ribo-
sylation. The latter two processes were found to be closely connected with 
stress resistance and extension of life span.235,262 The levels of NAD+ and ace-
tyl-CoA grow during a lack of nutrients.230,260 This likely happens because the 
organism restricted  in nutrients  tries  to use all possible sources of energy 
for ATP production. They include fatty acids from fat stores and amino acids 
provided by autophagy, and particularly via hydrolysis of proteins. We can 
see that some of above-mentioned mimetics of CR may mimic the effects of 
NAD+ and acetyl-CoA. For instance, resveratrol is supposed to activate sirtuins  
for  which  NAD+  is  a  natural  co-substrate  and  activator.  Activators  of  AMP- 
activated  protein  kinase  promote  mitochondrial  biogenesis  and,  as  a  con-
sequence, utilization of acetyl-CoA by citrate synthase, a tricarboxylic cycle 
enzyme. Thus, agents decreasing the NADH/NAD+ ratio and those depleting 
acetyl-CoA are considered to be potent CR mimetics.230,260 A decrease in the 
NADH/NAD+ ratio was found to prolong life span.263,264 Yet, ectopic expres-
sion  of  rotenone-insensitive  non-proton-pumping  NADH  dehydrogenase, 
which  converts  NADH  to  NAD+,  extended  life  span  in  model  organisms  in 
virtually all cases.263,265–267

It seems that metformin and other biguanides drop from this logic since 
they were shown to inhibit NADH:ubiquinone oxidoreductase (also known as 
complex I), thus they may increase the NADH/NAD+ ratio.215 However, it was 
recently found that metformin may indeed decrease the NADH/NAD+ ratio as 
an inhibitor of mitochondrial sn-glycerol-3-phosphate dehydrogenase217 or 
affects neither NADH/NAD+ ratio213 nor ATP levels.268

10.6.2  Signaling Pathways
Aging  is  proven  to  be  closely  connected  with  an  organism's  growth  and  
reproduction.136,251  Relatively  long-lived  organisms  have  either  a  high 
regene rative capacity, are able to re-program their cells, or slow down their 
metabolism.129–132  There  are  a  few  examples  of  life  span  extension  due  to 
metabolic  slowdown:  (1)  nematode,  Caenorhabditis elegans,  is  able  to  live 
longer in the dormancy dauer stage;269 (2) fruit flies live longer at tempera-
tures moderately lower than the standard cultivation temperature;270,271 and 
(3) naked mole rats (Heterocephalus glaber),  long-lived rodents, have a rela-
tively low metabolic rate.272 CR was shown to specifically down-regulate cell 
signaling pathways responsible for regulation of anabolic processes: protein, 
glycogen, and lipid synthesis, and accumulation. Conversely, CR itself and 
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its  mimetics  up-regulate  pro-longevity  catabolic  processes  like  autophagy, 
oxidation of monosaccharides and organic acids, including amino and fatty 
acids, by means of mitochondria.

10.6.2.1  Insulin Signaling Pathway
Numerous studies on centenarians show that long-lived humans bear sin-
gle nucleotide polymorphisms that lead to downregulation of the insulin 
signaling pathway.273–275 This pathway regulates processes of tissue growth 
and, in case of insulin as a first messenger, results in accumulation of gly-
cogen  and  lipid  stores  in  cells.276  It  starts  from  receptor  tyrosine  kinase 
and through a series of downstream kinases  leads  to phosphorylation of 
effectors:  transcription  factor  FOXO  (Forkhead  box O)  and  glycogen  syn-
thase kinase 3β, which become inactivated, and proteins involved in glyco-
gen and lipid synthesis, which become activated.276,277 Many components 
of this pathway, namely phosphatidyl inositol-3 kinase (PI3K) and protein 
kinase  B  (PKB;  also  called  Akt),  are  pro-carcinogenic  proteins.278  Protein 
kinase B is at the crossroads of several signaling pathways regulating the 
mTOR pathway.20,249,279,280 The insulin signaling pathway is switched on in 
animals when the blood glucose level is increased. Conversely, food restric-
tion may turn off this pathway by multiple mechanisms: a decrease in insu-
lin release, activation of AMPK (via an increase in the AMP level), which in 
turn phosphorylates and inactivates Akt, and activation of sirtuins, which 
in turn activate FOXO.

There are several compounds that prolong life span by affecting the insu-
lin signaling pathway. Wortmannin and LY-294002, well-known inhibitors of 
PI3K,  were  found  to  extend  median  and  maximum  life  span  in  Drosophila 
and mice.281–283 The effect of these drugs was, however, not so pronounced 
as  that  of  rapamycin.153,252,283,284  A  greater  effect,  though  denied  by  some 
studies,285–287 was found regarding life span extension by resveratrol, which 
is  believed  to  activate  sirtuins.10–12,288–290  A  few  types  of  sirtuins  deacetyl-
ate  FOXO,  thus  enabling  its  re-localization  from  the  cytoplasm  to  the  cell 
nucleus.277,291 In turn, FOXO controls expression of pro-longevity genes cod-
ing  for  antioxidant  enzymes  (catalase  and  mitochondrial  superoxide  dis-
mutase),  DNA  repair  proteins  (Gadd45  and  DDB1),  inhibitors  of  cell  cycle 
(p27Kip1),277 heat shock proteins,292 and so forth. Life extending properties of 
the medicinal herb Rhodiola rosea may also be accounted for by its action on 
the insulin signaling pathway. Particularly, it was shown that Daf-16, a FOXO 
homolog  in  nematode  Caenorhabditis elegans,  re-localizes  from  the  cyto-
plasm to the nucleus after the consumption of R. rosea extract by worms.223 In 
addition, the R. rosea extract induced expression of heat shock proteins.223,293 
Interestingly, genes that code for both orexigenic (promoting food consump-
tion) and anorexigenic proteins are among FOXO targets.277,294,295 In humans, 
these are Agouti-related protein and neuropeptide Y, which foster appetite, 
and  proopiomelanocortin,  which  suppresses  food  consumption.  Similar 
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proteins  were  found  in  other  organisms.296,297  It  was  found  that  fruit  flies 
consume less food when it is mixed with Rhodiola rosea extract.227

Generally,  the  CR  mimetics  that  supposedly  affect  the  insulin  signal-
ing  pathway  confer  relatively  slight  and  sometimes  controversial  life  span 
extensions, as in the case with resveratrol. Insulin signaling pathway is acti-
vated  by  carbohydrates  and  regulates  carbohydrate  and  lipid  metabolism. 
Nevertheless, some components of this pathway, like PI3K and PKB, are at 
the  crossroads  of  many  signaling  pathways  that  regulate  processes  of  cell 
growth and division. The relatively weak effects of insulin signaling inhibi-
tion on life span suggest a moderate role of carbohydrates as nutrients for 
CR. Indeed, many studies reveal that restriction in the protein component of 
the diet plays a more important role in providing longevity.3,5,7,8,227 The path-
way responsible for protein metabolism is governed by the above-mentioned 
mTOR kinase.

10.6.2.2  Mechanistic Target-of-Rapamycin (mTOR) Kinase 
Pathway

Down-regulation of this pathway often provides a more profound life span 
extension  than  that  of  the  insulin  signaling  pathway.  Mimetics  of  CR  that 
affect  this pathway  include rapamycin and metformin. The suppression of 
the mTOR pathway responds with pro-longevity processes,  such as  inhibi-
tion of protein synthesis and activation of autophagy. As was already men-
tioned, rapamycin binds immunophilin FKBP12 and this complex is, in turn, 
attached to a particular domain of mTOR kinase, suppressing its enzymatic 
activity.247–249

Metformin’s  influence  is  mediated  by  AMPK,  which  inhibits  mTOR  via 
phosphorylation  of  tuberous  sclerosis  complex  proteins.  Phosphorylation 
activates  these  proteins,  whereas  they,  in  turn,  inhibit  mTOR.  There  are 
several reports about the gerosuppressant activity of aspirin, another well-
known  activator  of  AMPK.298–302  Moreover,  the  life-extending  effect  of  the 
anticonvulsant  valproic  acid  can  be  mediated  by  activation  of  AMPK.303,304 
Another anticonvulsant, ethosuximide, can prolong life span in Caenorhab-
ditis elegans,  likely  by  activation  of  insulin  signaling  components  such  as 
Daf-16,  a  homolog  of  FOXO  in  this  nematode.305–309  The  other  anticonvul-
sant,  trimethadione, was shown to enhance  the effects of valproic acid on 
C. elegans life span.303,309 The latter findings suggest a possible link between 
AMPK, FOXO and mTOR. Indeed, mTOR activity  is partly regulated by  the 
insulin signaling pathway via Akt/PKB.20,249,279,280 While AMPK activates TSC, 
Akt was shown to inhibit it by phosphorylation.279 Overall, mTOR signaling 
is intrinsically linked with epilepsy,310 thus anticonvulsants may represent a 
novel class of direct or indirect modulators of mTOR activity, simultaneously 
mimicking CR.

The  mechanism  of  AMPK-mediated  mTOR  inhibition  can  also  be  sug-
gested for resveratrol. It is widely accepted that this natural phenol activates 
FOXO, a pro-longevity transcription factor suppressed by insulin signaling, 
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via  deacetylation  by  sirtuins.234,311–314  However,  it  has  recently  been  found 
that human sirtuin Sirt1 can activate AMPK via upstream kinase LKB1 (liver 
kinase  B1;  also  known  as  STK11,  serine/threonine  kinase  11).315  Thus,  sir-
tuin activation may link both mTOR and insulin signaling pathways of life 
span extension. The strength of the effect and thus the difference between 
the  life-prolonging  effects  of  CR  mimetics,  which  act  through  the  sirtu-
in-AMPK-mTOR axis, may depend on probable side effects and the degree of 
sirtuin activation. Extract of Rhodiola rosea and its main component, salidro-
side, which we already mentioned as possible activators of FOXO, were also 
found  to  affect  mTOR  signaling  in  cultured  cells.316  Many  recent  studies 
show  that  AMPK  can  be  activated  by  a  vast  number  of  natural  chemicals, 
including curcumin, berberine, quercetin, epigallocatechin-3-gallate, ginse-
noside, hispidulin, caffeine, and others,317 for some of which a life-prolong-
ing effect was also found. Further studies are necessary to reveal a possible 
interplay  between  insulin  and  mTOR  signaling  pathways,  along  with  the 
AMPK pathway.

Interestingly, p70 S6 kinase, a downstream, positively regulated target of 
mTOR, was shown to suppress food consumption itself via down-regulation 
of  neuropeptide  expression.318,319  Thus,  regulation  of  feeding  behavior  by 
mTOR signaling closes the negative feedback regulatory loop between mTOR 
and food consumption.

10.6.2.3  Nrf2/Keap1 Signaling Pathway
A  growing  body  of  evidence  suggests  a  role  of  the  Nrf2/Keap1  signaling 
pathway in prolonging life span by natural and synthetic geroprotectants, 
including  CR  mimetics.161,239–241  The  pathway  is  conserved  among  mam-
mals, fruit flies and nematodes. In fruit flies, a homolog of Nrf2 called CncC 
(cap-n-collar isoform C) was found to be involved in life span extension.320 
A similar role  in prolonging life span was declared for SKN-1, a homolog 
of  Nrf2  in  C. elegans.321–323  It  was  also  revealed  that  transcription  factor 
Nrf2  is  activated  by  many  CR  mimetics,  such  as  resveratrol,  curcumin241 
metformin,239  epigallocatechin  gallate,324,325  and  others.  Nrf2  is  activated 
by reactive oxygen species (ROS) via Keap1 protein. It  is also activated by 
xenobiotic compounds with electrophilic properties, including plant phe-
nols  and  alkaloids.  Many  xenobiotics  undergo  oxidation  by  P-450  type 
cytochromes,  the  enzymes  that  produce  ROS  as  by-products.326,327  Then, 
in phase II of detoxification, oxidized xenobiotics are conjugated with glu-
tathione.  After  this  conjugation,  xenobiotics  are  decomposed  by  cellular 
metabolic systems and/or excreted from cells. Activation of Nrf2 by xenobi-
otics directly or indirectly via ROS produced by cytochromes P-450 leads to 
increased synthesis of low molecular weight antioxidants, glutathione and 
NADPH,240,327  as  well  as  antioxidant  and  related  enzymes,  such  as  super-
oxide  dismutase,  catalase,  thioredoxin  reductase,  glutathione  reductase, 
glutathione  peroxidase,  and  glutathione-S-transferase.161,239  Thus,  Nrf2 
governs  potential  pro-longevity  processes,  saving  cell  components  from 
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oxidation. However, it turns out that naked mole rats, long-lived rodents, 
have both up-regulated components of Nrf2 signaling pathway and a higher 
level of oxidized proteins.159,161,328 The phenomenon  is actually explained 
by the higher rate of oxidized protein clearance despite a higher basal level 
of  oxidized  proteins.161,329  Nevertheless,  we  have  demonstrated  recently 
that accumulation of oxidized molecules may not be a life-shortening event 
itself.158 Instead, the onset of death may depend on the functional roles of 
oxidized proteins and lipids, rather than on their net amount. Recent stud-
ies more often link Nrf2 with CR. Indeed, it has also been shown that a lack 
of nutrients may lead to activation of antioxidant enzymes, accompanied 
by a simultaneous increase in the amount of oxidized molecules.330,331 How-
ever, it would be more important to know whether activation of Nrf2 under 
CR depends on insulin, AMPK and mTOR signaling. There are reasons to 
suppose that Nrf2 activation under CR is additional to those pro-longevity 
processes that are governed by AMPK and sirtuins.

Intracellular molecular pathways affected by CR and CR mimetics are sum-
marized in Figures 10.3 and 10.4.

Figure 10.3   The interaction between the main cellular signaling pathways affected 
by CR, the processes governed by these pathways and the mechanisms 
of  pathway  inhibition  by  food.  Food  biopolymers  are  digested  to 
monomers, namely monosaccharides and amino acids. Amino acids 
can directly activate pro-carcinogenic kinase TOR. Carbohydrates are 
converted to ketoacids via glycolysis and the tricarboxylic acid cycle, 
giving rise to NADH. In turn, NADH is oxidized by the mitochondrial 
respiratory  chain,  some  parts  of  which  are  the  sites  of  ROS  genera-
tion. Acetyl coenzyme A (acetyl-CoA) is obtained via  fatty acid β-oxi-
dation and then oxidized by the respiratory chain. NADH, NAD+ and 
acetyl-CoA are nutrient sensors  that can themselves allosterically or 
covalently activate or inhibit life span-prolonging and life span-short-
ening pathways (e.g. acetyl-CoA is a substrate for acetylation, NAD+ is 
a co-substrate and allosteric activator of life span-extending deacetyl-
ation, etc.).



255Mimetics of Caloric Restriction

10.7  Conclusion
We would classify CR mimetics into “inhibitors of food consumption”, “inhib-
itors of primary catabolism” (acarbose, 2-deoxyglucose) and “true mimetics” 
(resveratrol and rapamycin), which likely affect energy and nutrient sensing 
pathways (Figure 10.5).

However, it is not always easy to delineate the main mechanisms of action 
for a CR mimetic. Metabolic and signaling pathways in cells and organs are 
tightly tangled. Thus, known CR mimetics likely act via different pathways 
simultaneously.  Even  those  that  are  supposed  to  block  food  consumption 
may also influence metabolism, affecting signaling molecules, and vice versa. 
It has been revealed that resveratrol and preparations of Rhodiola rosea sup-
press appetite.227 It is difficult to conclude whether these preparations pro-
long life span by their anorectic activity and subsequent induction of CR or 
by their interaction with signaling proteins, which then lead to diminution 
of appetite. In previous sections we described the role of important signal-
ing  pathways,  FOXO  and  mTOR,  in  the  regulation  of  the  foraging  behav-
ior  of  animals.  Activation  of  FOXO  or  inhibition  of  mTOR  can  both  boost 
appetite.294,295,297,332 However,  it was found that over-expression of FOXO in  
D. melanogaster can suppress appetite.333

One can notice that the CR mimetics described in this chapter are all sec-
ondary metabolites produced by plants,  fungi or bacteria. They also affect 
many targets in cells and likely act via multiple pathways. These observations 
suggest co-evolution of heterotrophic multicellular organisms with plants, 

Figure 10.4   Summary of molecular mechanisms of action of the most prominent 
CR mimetics that act on the cellular level.
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fungi  or  bacteria,  which  serve  as  food  sources.  On  the  one  hand,  most  of 
these secondary metabolites are toxic in high concentrations. Natural selec-
tion in this case could be directed against  the most voracious herbivorous 
eaters, which are able to consume much of the toxicants along with carbo-
hydrates. On the other hand, moderate eaters could be beneficial for main-
tenance of certain plant populations, keeping them away from overgrowth 
and  resource  exhaustion.  In  this  case,  plant  secondary  metabolites  would 
prolong the life span of moderate eaters while being toxic for voracious ones. 
This understanding might help in the search for novel CR mimetics among 
endemic plant species, especially those growing in stressful environments.

In addition  to  the search  for novel CR mimetics,  the prospective goal  is 
to create a mixture of CR mimetics that would act by different cellular path-
ways.334 The mTOR pathway seems to be the most effective one among oth-
ers. Moreover, affecting only S6 kinase is enough for life span extension.155 
In  addition,  activators  of  Nrf2,  such  as  plant-derived  isothiocyanates,  can 
substantially prolong life span seemingly by other paths than mTOR or S6 
kinase inhibitors.335 Activation of aforementioned PGC-1α, which regulates 
mitochondrial  biogenesis,  may  provide  another  independent  line  for  pro-
moting longevity. Recent studies show that fibrates, compounds that activate 
PGC-1α, indeed prolong life span.336 So far, the properties of a cocktail con-
taining S6 kinase inhibitors and Nrf2, and PGC-1α activators have not been 
studied, so it can be a goal for future studies. It remains a hard task to create 
a non-toxic combination of CR mimetics with a true synergistic effect on life 
span.  However,  such  an  effect  was  shown  for  genetic  blocking  of  multiple 

Figure 10.5   A generalized scheme for longevity-modulating effects of CR and tar-
gets of all groups of CR mimetics. AA: amino acids, MS: monosaccha-
rides, FA: fatty acids, PR: proteins, Gly: glycogen.
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anti-aging signaling pathways,337 which gives hope of getting the same result 
for the chemical inhibition.

Finally, most well-known CR mimetics are natural compounds produced in 
biosynthetic pathways, which had passed through a long way of complex evo-
lution. Elucidation of mechanisms underlying life span-modulating effects 
and development of novel life-extending chemicals is likely to be the biggest 
challenge for contemporary biogerontology and pharmacology. Some solu-
tions for this have already been found and are described in the next chapters 
of this book.
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11.1   Introduction
The underlying basis for biological aging is one of the great mysteries of the 
life sciences. Two criteria have been established to define the phenomenon 
of aging.1 First, the probability of death of an organism at a given moment 
must increase with its chronological age.1 Second, characteristic changes in 
the phenotype of the organism must occur over time due to limiting pro-
cesses.1 The current consensus among evolutionary biologists is that aging 
likely occurs due to a lack of selective pressure in the post-reproductive phase 
of life,2,3 but that genes capable of extending lifespan during periods of 
delayed reproduction might undergo selection.1 Recent advances in molec-
ular biology have allowed researchers to begin identifying these putative  
longevity genes.4

While it was originally thought that biological aging was a fixed con-
dition,4 experimental work in the 1960s on the replicative life span of the 
yeast Saccharomyces cerevisiae,5 followed by later work in Caenorhabditis 
elegans and Drosophila melanogaster in the 1970s and 1980s, demonstrated 
that acute mutagenesis and selection could be used to extend the lifespan of 
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small model organisms, transforming this view.6–8 Subsequently, studies in  
C. elegans identified the insulin/IGF-1/FOXO cascade as the first pathway 
influencing aging.9 Mutations that cause inactivation of the insulin/IGF-1 sig-
naling pathway (IIS) extend lifespan and delay a number of age-related phe-
notypes in C. elegans.10 For example, point mutations in the daf-2 gene (the 
insulin/IGF-1 receptor homolog) increase both mean and maximal lifespan 
in worms,10,11 and mutations in the age-1 gene, a gene acting downstream of 
daf-2, also extend lifespan.7,12 Furthermore, IIS has been shown to influence 
aging in mammals such as mice.10 At least three other conserved longevity 
pathways have since been identified using similar genetic approaches in 
small model organisms: TSC/mTOR,13 AMPK,14 and Sir2/SIRT1.15,16

In addition to the discovery of longevity genes, a number of therapeutic 
interventions that effectively counteract aging have recently been formu-
lated.15 Caloric restriction (CR), the first intervention strategy reported to 
extend the lifespan of mammals,17 consists of a defined reduction in caloric 
intake without malnutrition.17 Studies have demonstrated that CR not only 
increases lifespan in mammals, but also delays the onset of a number of 
age-related diseases, including cancer, diabetes, and others.18,19 Moreover, the 
effects of CR on lifespan are conserved in a wide variety of organisms rang-
ing from yeast to mammals.19,20 Resveratrol, a naturally occurring Sir2/SIRT1 
activator (STAC), was the first small molecule shown to extend the lifespan 
of a model organism.21 Subsequent work led to the identification of other 
anti-aging drugs, including metformin (activates AMPK),22 rapamycin (inhib-
its TOR),13 spermidine (regulates autophagy),23 as well more potent second 
and third generation synthetic STACs.24–26 However, amongst these, STACs 
have arguably received the greatest amount of attention due their apparent 
lack of toxicity and their protective effects against a number of age-related 
disorders.15,27 In this chapter, the sirtuin longevity pathway, the discovery 
of allosteric STACs, and the effects of STACs on aging and age-related dis-
ease will be summarized. In addition, the difficulties faced in translating  
experimental findings on STACs to human trials will be critically examined.

11.2   The Sirtuin Longevity Pathway
The silent information regulator (SIR) genes, or sirtuins, have become the 
focus of much research over the past decade due to their ability to regulate 
numerous critical cell processes and to modulate lifespan across diverse spe-
cies.15 SIR1–4 were originally identified in screens for mutations causing ste-
rility in S. cerevisiae.28–32 Later, it was shown that these genes play important 
roles in repression of the silent mating type loci and in genomic silencing at 
telomeres.33,34 While mutations in SIR2, SIR3, and SIR4 shorten lifespan in 
yeast,1 overexpression of SIR2 increases replicative lifespan by up to 30% via 
suppression of extrachromosomal rDNA circle formation, a cause of aging in 
yeast.15,35 While somewhat controversial,36 several studies have shown that 
overexpression of Sir2 homologues in worms and flies also extends lifes-
pan.37,38 Finally, overexpression of the mammalian Sir2 homolog SIRT1 in 
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the brain extends mouse lifespan,39 and whole body overexpression of SIRT6 
(another mammalian sirtuin homolog) extends the lifespan of male mice.40

Sirtuins are categorized as class III, or β-nicotinamide adenine dinucleotide 
(β-NAD)-dependent, histone deacetylases.41,42 Using β-NAD as a co-substrate, 
sirtuins catalyze the conversion of acetylated lysine residues on histones and 
other proteins into deacetylated substrates, nicotinamide (NAM), and O-acetyl  
adenosine diphosphate ribose (O-AcADPR) via a sequential 2-step mecha-
nism (Figure 11.1).43 In the first step, the acetyllysine substrate initiates a 
nucleophilic attack on β-NAD resulting in the formation of an alkylamidate 
intermediate and the release of free NAM.43–47 Interestingly, re-binding of 
NAM can inhibit the sirtuin reaction, making it an endogenous inhibitor.42 
In the second step, an intramolecular attack from the 2′ hydroxyl group on 
the ribose ring results in cyclization of the alkylamidate; this 1′2′-cyclic inter-
mediate45,48 is subsequently cleaved by a water molecule to release the final 
products.45,49 This mechanism of catalysis appears to be multifaceted, as sev-
eral sirtuins also exhibit ADP-ribosyltransferase activity,50 as well as a broad 
range of other deacylase (desuccinylase, demalonylase, etc.) activities.51–53

In mammals, seven sirtuin homologs (SIRT1-7) exist, with varied intracel-
lular localization, activity, and function.16 SIRT1 is localized to the nucleus 
and acts both as a chromatin-associated histone deacetylase as well as a 
general nuclear protein deacetylase.15 SIRT2 is found mainly in the cyto-
plasm where it deacetylates tubulin54 and other cytoplasmic targets.16 SIRT3, 
SIRT4, and SIRT5 all reside in the mitochondrion.16 While SIRT3 is the  
primary mitochondrial protein deacetylase enzyme,55 SIRT4 appears to 

Figure 11.1    Catalytic mechanism of sirtuin-mediated lysine deacetylation.
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possess lipoamidase activity towards the pyruvate dehydrogenase (PDH) 
complex,56 and SIRT5 removes succinyl,57 malony,57 and glutaryl,58 but not 
acetyl modifications from proteins.52 Like SIRT1, SIRT6 displays nuclear 
localization, but it is predominately associated with chromatin.59 SIRT6 
deacetylates several key residues on histone proteins such as H3K56(ac)60 
and also catalyzes fatty long-chain deacylation of proteins.61 While compara-
tively little work has been done on SIRT7, recent studies suggest that it local-
izes to the nucleus where it performs histone deacetylation.62

Of the seven mammalian sirtuin genes, SIRT1, which bears the closest 
phylogenetic relationship to the yeast longevity gene Sir2,15 has been the 
most extensively studied. Through deacetylation of a myriad of nuclear tar-
gets including histones, transcription factors, such as p53,63 FOXO,64 NFĸB,65 
PGC1α,66 and other proteins, such as Ku70 67 and BMAL,68 SIRT1 regulates 
multiple critical cell processes including RNA transcription, apoptosis, DNA 
damage response, regulation of muscle and fat differentiation, neurogene-
sis, mitochondrial biogenesis, insulin signaling, and circadian rhythms.15,16 
Moreover, SIRT1 appears to play an important role in a number of age- 
related disease states.15,16 For example, overexpression of SIRT1 is protective 
in mouse models of Alzheimer’s disease,69 type II diabetes,70 colon cancer,71 
prostate cancer,72 and thymic-induced lymphomas.73

Interestingly, there is growing evidence that suggests SIRT1 underlies many 
of the beneficial effects of CR.15 For instance, Sir2 is required for CR-mediated 
lifespan extension in S. cerevisiae74,75 and in D. melanogaster.76 CR-mediated 
lifespan extension in worms is also partially dependent on Sir2.1, albeit in a 
diet-specific manner.77 Two mechanisms for how SIRT1 might be regulated 
during CR in these organisms have been proposed. One model suggests that 
CR activates a nicotinamidase enzyme that lowers levels of NAM,78 result-
ing in SIRT1 activation. A second model proposes that an increase in the 
ratio of NAD/NADH resulting from low caloric intake activates SIRT1.79 In 
mammals, SIRT1 protein levels seem to be increased in numerous tissues 
following caloric restriction,67 revealing yet another possible link between 
SIRT1 activity and CR. Consistent with this hypothesis, deletion of SIRT1 in 
mice abrogates the metabolic benefits CR and blocks lifespan extension.80 
Furthermore, SIRT1 transgenic overexpressing mice display metabolic phe-
notypes that resemble CR.81 The notion that overexpression or activation of 
SIRT1 could mimic the effects of CR has been a driving force in the search for 
small-molecule activators of SIRT1.

11.3   Small-Molecule SIRT1 Activators
A number of pharmacological approaches to activate SIRT1 have been 
tested.15 Based on research showing that physiological levels of NAM are suf-
ficient to inhibit sirtuin activity, Sauve et al. showed that a transient compet-
itive inhibitor of NAM binding, isonicotinamide (iNAM) (Figure 11.2), could 
be used be used as a pan-sirtuin activator in yeast cells.82 The disadvantages 
of this approach are that iNAM can interfere with other enzymes using NAM, 
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and that intracellular levels of iNAM must reach millimolar concentrations 
in order for sirtuin activation to occur.82 More recent reports have examined 
the possibility of boosting SIRT1 activity by increasing endogenous levels of 
β-NAD, similar to what is thought to occur during CR.83 A number of NAD+ 
precursor molecules, including nicotinamide mononucleotide (NMN)83 and 
the more cell-permeable nicotinamide riboside (NR),84 have been shown to 
increase intracellular β-NAD reserves and to activate SIRT1 in cells and in 
mice. Remarkably, dietary supplementation with NR increases mouse lifes-
pan.85 However, since β-NAD is a ubiquitous co-factor that is utilized by many 
enzymes,86 further work will be needed to dissect if the health effects of NMN 
and NR are due solely to activation of SIRT1. For this reason, most pharma-
cological research on SIRT1 has focused on the development of specific, 
allosteric SIRT1-activators.15

The first putative allosteric SIRT1 activators were identified using a 
high-throughput small-molecule screen in 2003.21 This screen employed a 
fluorometric assay (BIOMOL Fleur de Lys™) in which a peptide substrate 
bearing an aminomethylcoumarin (AMC) moiety directly adjacent to the 

Figure 11.2    Structures of SIRT1 activating compounds.
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acetyl-lysine is deacetylated by SIRT1 in the presence of β-NAD.21 In the sec-
ond step of the assay, deacetylated peptides are cleaved by trypsin to liberate 
free AMC, which produces a fluorescent signal.15,21 This screen identified a 
wide-array of plant-derived polyphenols, including flavones, stilbenes, iso-
flavones, catechins (flavan-3-ols), chalcones, and anthocyanidins, with the 
ability to activate SIRT1 through a proposed allosteric mechanism involving 
a lowering of the peptide substrate Km.21 The stilbenes resveratrol (3,5,4′-tri-
hydroxy-trans-stilbene) and piceatannol (3′,4′,3,5-tetrahydroxy-trans-stil-
bene) were the two most potent activators identified in the screen.21 In the 
fluorometric assay, resveratrol increased SIRT1 activity by up to 8-fold (EC50 
∼ 50 µM), concomitant with a 35-fold decrease in peptide Km (a slight reduc-
tion in the Km of β-NAD was also observed).21 Consistent with these in vitro 
results, resveratrol was shown to extend the lifespan of yeast in a Sir2-depen-
dent manner.21 Previous to its discovery as a SIRT1 activator, resveratrol had 
been characterized as a phytoalexin with the ability to impart many health- 
promoting effects in mammals including protection from cancer and heart dis-
ease.27 While most of these effects were originally attributed to its antioxidant 
potential, they have been re-evaluated in the context of SIRT1 activation.15,27

The discovery of naturally occurring SIRT1 activators stimulated research 
into the development of more potent and more specific synthetic mole-
cules.15 Using a high-throughput fluorescence polarization screen employing 
a carboxytetramethylrhodamine (TAMRA)-tagged p53 acetyl-lysine peptide, 
Sirtris Pharmaceuticals reported the discovery of second generation STACs 
in 2007.24 SRT1460, SRT1720, and SRT2183, which are derivatives of an imid-
azothiazole scaffold structurally distinct from resveratrol, were shown to 
have EC50 values for SIRT1 nearly 1000-fold lower than resveratrol.24 These 
compounds were shown to induce effects resembling SIRT1 overexpression 
in cells, and to ameliorate insulin resistance in obese mice.24 Later, third gen-
eration STACs based on saturated urea (STAC-9) and benzimidazole (STAC-
11) scaffolds were reported, and these also displayed phenotypes in cells 
consistent with SIRT1 activation.25,26 Importantly, all of these molecules have 
been shown to activate SIRT1 in vitro via a peptide Km-lowering mechanism 
similar to resveratrol, indicating a common mechanism of activation.25,26

Controversy over the mechanism of action of STACs erupted when several 
reports were published claiming that although resveratrol and synthetic 
STACs activated SIRT1 deacetylation of fluorophore-tagged peptides in vitro, 
no activation was observed when the corresponding non-tagged peptides 
were used.87–89 Furthermore, it was proposed that the SIRT1-dependent 
effects of resveratrol in cells could be due to increased β-NAD levels resulting 
from inhibition of phosphodiesterase (PDE).90 These reports questioned the 
validity of STACs as direct SIRT1 activators, and led to speculation that the 
effects of STACs in cells and in mice could be due to coincidental off-target 
effects on other proteins.15

A study published in 2013 shed light on the mechanism of STAC-mediated 
SIRT1 activation, and helped to partially resolve the controversy.26 This study 
demonstrated that STACs can directly bind to SIRT1 and that activation is 
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substrate specific.26 More precisely, it was shown that while STACs were inef-
fective at enhancing SIRT1 deacetylation of most natural amino acid pep-
tides, certain peptides containing hydrophobic amino acids (e.g. tryptophan 
or phenylalanine) at the +1 and +6 positions relative to the acetyl-lysine, could 
support STAC-mediated activation.26 Over 500 naturally occurring SIRT1 
substrates bearing these structural features were identified computation-
ally, including acetyl lysine sites on the well characterized SIRT1 substrates 
PGC1α and FOXO3a.26 In addition, this report also identified Glutamate 230 
(E230) as a critical residue mediating activation.26 Specifically, mutation of 
E230 to lysine (E230K) was shown to block STAC-mediated SIRT1 activation 
on all types of substrates (natural, fluorophore-tagged), using all classes of 
STACs (natural, synthetic) without affecting basal enzyme activity.26 Further-
more, SIRT1 knockout cells reconstituted with SIRT1-E230K were shown to 
be nonresponsive to STAC treatment, suggesting that the effects of these 
compounds in cells are likely due to a direct effect on SIRT1.26

Based on these findings, two models of SIRT1 activation have been pro-
posed.26 Steegborn and colleagues proposed that STACs interact with the 
enzyme-bound substrate and allow it to dock more efficiently.91 In contrast, 
based on the discovery of E230K and the identification of a surrounding 
N-terminal “activation domain”, Sinclair and others proposed that SIRT1 acti-
vation occurs through an assisted-allosteric activation (AAA) mechanism.26 
Briefly, this model posits that binding of certain peptide substrates to SIRT1 
induces an exosite, which allows STACs to bind and subsequently stabilize 
the docked substrate, thus lowering its KM.26 Recent crystallographic data 
on SIRT1 has supported this hypothesis. For example, Cao et al. confirmed 
the presence of an ordered N-terminal activation domain on SIRT1,92 and 
Dai and colleagues have crystallized a SIRT1–STAC complex and shown that 
interactions between E230 and the catalytic core govern allosteric binding of 
STACs.93

11.4   STACs in Aging and Age-Related Disease
11.4.1   Lifespan Extension
Resveratrol was the first small molecule shown to extend the lifespan of a 
laboratory model organism.21 In 2003 it was demonstrated that supplement-
ing yeast growth media with 10 µM resveratrol could extend the mean rep-
licative lifespan of S. cerevisiae by up to 70%.21 Subsequent work showed 
that this effect was conserved in other small model organisms.27 For exam-
ple, resveratrol dosed at 100 µM was shown to extend the mean lifespan of 
worms and flies by up to 30% and 15%, respectively, in a Sir-2-dependent 
manner.37 Furthermore, dietary supplementation with 130 µM resveratrol 
was shown to extend the mean lifespan of Apis mellifera (the common honey-
bee) by ∼33%, likely through a caloric restriction-like mechanism.94 Finally, 
resveratrol extends both the mean and maximum lifespans of the short-lived 
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fish species Nothobranchius furzeri and Nothobranchius guentheri, and delays 
age-dependent decline of locomotor activity in these animals.95,96

It is important to note that the reported effects of resveratrol on organismal 
lifespan have been controversial.15 One study claimed that resveratrol only 
marginally increased the lifespan of worms and flies, and that any observable 
effect was independent of Sir2.97 This claim was bolstered by a subsequent 
report claiming that Sir2 overexpression has no effect on worm lifespan.36 
However, recent findings have supported the original results and highlighted 
several experimental factors that could account for the dramatically different 
findings.15 In worms, the effect of Sir2 on lifespan appears to be diet-depen-
dent,98 and in flies the effect of resveratrol on lifespan appears to be both 
diet- and sex-dependent.99 Importantly, resveratrol does not appear to extend 
the lifespan of the crustacean Daphnia pulex100 or the mosquito Anopheles ste-
phensi.101 Moreover, at least 3 studies have failed to show a lifespan extending 
effect for resveratrol in mice fed a normal chow diet,102–104 despite a report 
showing that mice eating a regular diet supplemented with resveratrol 
display a transcriptional profile resembling that of mice on CR.102 Nonethe-
less, resveratrol does extend the lifespan of mice fed a high-fat diet (HFD)105  
(Figure 11.3), and it has been suggested that resveratrol may only extend 
average lifespan in populations suffering from specific causes of death.15

In contrast to resveratrol, promising data exist on the ability of potent 
synthetic SIRT1 activators to extend the lifespan of healthy mammals.15 It 
was recently shown that dietary supplementation of mice fed a standard diet 
with the STAC SRT1720 delayed the onset of age-related metabolic diseases, 
improved general health, and extended mean lifespan by ∼9%.106 This study 
also confirmed previous results showing that supplementation with SRT1720 
extends the mean lifespan of mice fed a high-fat diet by >20%, and that it 
reverses many of the metabolic abnormalities caused by this calorie-rich 
diet.106,107 Most recently, SRT2104, an imidazothiazole-based STAC similar to 

Figure 11.3    Mean lifespan extension by SIRT1 activators in mice fed either a  
standard chow diet or a high-fat chow diet. N.D.; Not Determined, 
N.O.; Not Observed.
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SRT1720, was shown to extend both mean and maximal lifespan of mice fed 
a standard diet.108 The lifespan extension caused by SRT2104 was accompa-
nied by enhanced motor coordination and performance, bone mineral den-
sity, insulin sensitivity, and decreased inflammation in the treated mice.108 
Further studies will need to be carried out on synthetic STACs to see if their 
effects are conserved in higher organisms such as non-human primates.

11.4.2   Obesity, Metabolism, and Type II Diabetes
One of the most well studied effects of STACs on healthspan is their abil-
ity to regulate metabolic parameters and type II diabetes.15 In mice fed a 
high-fat diet, dietary supplementation with resveratrol not only reduces the 
risk by death by 31% but also protects against obesity, fatty liver disease, 
and insulin resistance.15,109 In addition, resveratrol reverses transcriptional 
changes associated with HFD feeding, and improves mitochondrial function 
by increasing the activity of AMPK and PGC1α, two key regulators of mito-
chondrial biogenesis.105 The beneficial effects of resveratrol treatment in the 
HFD model appear to depend on both SIRT1 and AMPK, a kinase that is acti-
vated by resveratrol in a dose-dependent manner.105 Studies in conditional 
SIRT1 knockout mice have demonstrated that a low dose of resveratrol (∼24 
mg kg−1) stimulates AMPK via SIRT1-dependent deacetylation of LKB1, while 
at higher doses (∼240 mg kg−1) AMPK is activated in a SIRT1-independent 
manner.110

The effects of resveratrol on metabolism and obesity have also been 
examined in rhesus monkeys and humans.27 In monkeys fed a high fat 
(HF)/high sucrose (HS) diet that mimics the typical Western diet, supple-
mentation with resveratrol was shown to improve adipose insulin signal-
ing and decrease inflammation in the adipose tissue.111 Subsequent studies 
have demonstrated that resveratrol also decreases arterial wall inflamma-
tion and stiffening,112 improves muscle function,113 and confers neuropro-
tection in monkeys fed a HF/HS diet.114 In humans, SRT501, a proprietary 
formulation of resveratrol, has been shown to improve glucose tolerance in 
type II diabetes.115 Moreover, 30 day supplementation with resveratrol (150 
mg day−1 resVida™) in healthy humans was shown to induce a CR-like phe-
notype consisting of a decrease in intrahepatic lipids, circulating glucose 
levels, triglycerides, inflammatory markers, and systolic blood pressure.116 
These results have been supported by independent studies demonstrat-
ing a therapeutic benefit of resveratrol in patients with type II diabetes115 
and nonalcoholic fatty liver disease.117 However, other studies have shown 
conflicting results. One study reported that 12 week supplementation with 
75 mg day−1 of resveratrol in non-obese healthy women did not improve 
metabolic performance,118 and a more recent clinical trial reported that 
resveratrol dosed twice daily at 500 mg for 5 weeks had no effect on glu-
cagon-like peptide (GLP-1) secretion, or on glycemic control in type II 
diabetic patients.119 Further studies will need to be performed in order to 
resolve the factors underlying these discrepancies.
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In addition to resveratrol, three synthetic STACs, SRT1720, SRT2104, and 
SRT3025, may help prevent metabolic decline and type II diabetes.15 In both 
diet- and genetically-induced models of obesity, SRT1720 has been shown to 
improve insulin sensitivity, lower plasma glucose levels, and increase mito-
chondrial capacity.24 Moreover, SRT1720 extends the lifespan of mice fed a 
high-fat diet and prevents liver steatosis and insulin resistance.107 Another 
STAC, SRT2104, also appears to improve insulin sensitivity and boost mito-
chondrial performance in mice.108 However, the effectiveness of SRT2104 in 
humans remains less clear. While dietary supplementation with 2 g day−1 of 
SRT2014 in otherwise healthy cigarette smokers was shown to improve their 
lipid profile,120 a recent phase II clinical trial in patients with type II diabetes 
failed to yield evidence of improved insulin sensitivity or glucose tolerance, 
ostensibly due to poor drug pharmacokinetics.121 SRT3025 has been shown 
to reduce hyperglycemia and promote beta cell expansion in a mouse model 
of diet-induced type II diabetes, but human studies using this compound 
have not been attempted.122

11.4.3   Cancer
Even before its characterization as a SIRT1 activator, resveratrol had been 
investigated as a potential anti-tumorigenic agent. One of the first studies 
to test the effects of resveratrol on cancer, published in 1997, examined its 
topical application in a model of skin cancer.123 This study demonstrated 
that resveratrol shows chemopreventive activity in three major stages of  
carcinogenesis, including anti-initiation activity, anti-promotion activity, and 
anti-progression acitivty.123 Subsequent studies have demonstrated that  
systemic administration of resveratrol also prevents tumor growth in mouse 
and rat models of colon cancer,124 prostate cancer,125 gastric cancer,126 and 
gamma-radiation-induced thymic lymphoma,73 and that at least some of these 
effects are SIRT1-dependent.73,127 However, resveratrol does not appear to pro-
tect against all cancers, and at least one study has suggested that it could in 
fact promote growth of certain tumor types.27 For example, resveratrol was 
shown to be ineffective in treating breast cancer109 and cancer-related deaths 
in old mice,102 and to worsen survival in certain models of prostate cancer.128

Several classes of synthetic STAC appear to inhibit tumor growth and 
enhance tumor cell apoptosis. For example, both resveratrol and SRT2183 
were recently shown to induce growth arrest and apoptosis of malignant 
lymphoid cells.129 In addition, SRT1460, SRT1720, and SRT3025 block tumor 
growth and chemosensitize pancreatic cancer cells through a mechanism 
involving SIRT1-dependent lysosomal-mediated cell death.130 SRT1720, which 
is the most well-studied synthetic STAC in the context of cancer, induces lyso-
somal-dependent cell death in breast cancer cells131 and attenuates tumor 
growth in a mouse model of multiple myeloma.132 However, like resveratrol, 
synthetic STACs may not always be beneficial for cancer treatment. SRT1720 
has been shown to promote cell migration of breast cancer tumor cells to 
the lung133 and to attenuate the antitumor activity of melatonin, a potent 
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suppressor of osteosarcoma, in bone tumors.134 Thus the effects of STACs in 
cancer appear to be tumor- and context-specific, and will need to be carefully 
evaluated in the future prior to their use in the clinic.

11.4.4   Neurodegenerative Disease
The pharmacokinetic properties of resveratrol allow it to cross the blood–
brain barrier where it displays a broad range of neuroprotective effects.15 For 
example, intraventricular injection of resveratrol for one week was shown 
to improve learning and memory in aged mice, and to prevent cognitive 
decline.135 These effects also appear to be conserved in nonhuman primates, 
as dietary supplementation with resveratrol was recently shown to confer 
neuroprotection in cortical brain tissue of monkeys fed a high-fat/high- 
sucrose diet.114 It also protects against the damaging effects of ischemia in 
the brain via a SIRT1-dependent mechanism.136 In addition to these pro-
tective effects, resveratrol appears to be well suited for the treatment of a 
number of age-related brain disorders. First, resveratrol has been shown to 
prevent accumulation of beta-amyloid peptide137 and to reduce plaque for-
mation,138 two processes that are involved in Alzheimer’s disease. It also 
extends the lifespan of the senescence-accelerated mouse (SAMP), a model 
of Alzheimer’s disease in which the amyloid precursor protein (APP) is over-
expressed in the brain.139 Second, resveratrol slows down the progression 
of Parkinson’s disease.140 Finally, two reports have shown that resveratrol 
improves motor neuron function and extends the shortened lifespan of the 
SOD1(G93A) mouse model of amyotrophic lateral sclerosis (ALS).141,142

While several STACs, including SRT1720, SRT2104, and SRT3025, have 
been shown to penetrate into the brain, few studies have examined their 
efficacy for the treatment of age-related brain diseases.15 Nonetheless, one 
study demonstrated that SRT3025 protects against neurodegeneration and 
mimics the effects of CR on the brain.143 Other studies have focused on using 
synthetic STACs to treat specific diseases not necessarily associated with age. 
For example, it was shown that SRT1720 is protective in a mouse model of 
multiple sclerosis,144 and that SRT2104 can attenuate brain atrophy, improve 
motor function, and extend survival in the N171-82Q mouse model of Hun-
tington’s disease.145 Given that synthetic STACs can cross the blood–brain 
barrier and appear to be well tolerated, further studies examining their neu-
roprotective properties and effects in Alzheimer’s disease are warranted.

11.4.5   Cardiovascular Disease
Due to its many protective effects on the cardiovascular system,146 ingestion 
of resveratrol has been proposed to account for the “French Paradox”, the 
fact that certain European populations with high wine consumption have 
a low risk of heart disease despite consuming a fat-rich diet.109 Resveratrol 
acts to prevent cardiovascular disease in at least four ways, not all of which 
are mediated through SIRT1.109 First, resveratrol prevents the oxidation of 
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low-density lipoprotein (LDL) particles, a contributing factor to heart dis-
ease, by scavenging free radicals and chelating copper.109,146 Second, resver-
atrol thins the blood and prevents excessive platelet aggregation, which can 
result in thrombus formation leading to ischemia, infarction, or stroke.109,146 
This property is thought to be due to its ability to inhibit COX1.147 Third, res-
veratrol increases expression levels of both endothelial and inducible nitric 
oxide synthetase (eNOS and iNOS), and acts as a vasodilator to relax arteries 
and decrease blood pressure.148 Another mechanism by which it appears to 
protect endothelial cells is via SIRT1-mediated activation of the transcription 
factor KLF2.149 Finally, resveratrol has been shown to reduce the formation 
of atherosclerotic plaques in rabbits fed a high-cholesterol diet,150 and it may 
lower serum cholesterol and triglyceride levels via SIRT1-independent regu-
lation of the bile acid transporter ASBT.151

Synthetic STACs that are structurally unrelated to resveratrol will prove to 
be a useful tool in dissecting which of the cardioprotective effects of resver-
atrol are due to activation of SIRT1 and which are caused by ancillary effects 
on other enzymes. While synthetic STACs have not been extensively studied 
in the context of cardiovascular disease, a few reports have suggested that 
they might impart protective effects. For example, administration of SRT1720 
reduces myocardial infarction in mice152 and reverses vascular endothelial 
dysfunction in aging mice.153 Moreover, SRT1720 has been shown to reduce 
vascular inflammation in an angiotensin II apoE-knockout mouse model of 
atherosclerosis,154 and SRT3025 also provides protection in this model.155 
In humans, SRT2104 has been shown to improve the serum lipid profile of 
otherwise healthy cigarette smokers by reducing LDL, cholesterol, and tri-
glyceride levels,156 in a manner similar to resveratrol studies in mice.151 How-
ever, analysis of these patients also revealed that SRT2104 had no effect on 
vascular or platelet function,156 or arterial stiffness.120 Thus, the effectiveness 
of STACs in improving a patient’s cardiovascular health could depend on a 
number of factors, including diet, age, and pre-existing medical conditions.

11.4.6   Inflammation and Immunity
Many diseases of aging, as well as autoimmune diseases, are influenced 
by inflammation. In general, STACs are thought to control inflammation 
through activation of SIRT1 and subsequent deacetylation of NF-kB, a tran-
scription factor that acts as a central mediator for the immune response.15 
However, in the case of resveratrol, its effects on immunity are likely mul-
tifaceted due its antioxidant and antiviral properties, and its ability to reg-
ulate a number of other enzymes involved in inflammation and immunity 
(e.g. COX1, COX2).15,109 Resveratrol decreases inflammation in autoimmune 
models of Crohn’s disease,157 psoriasis,158 and inflammatory arthiritis159 
in rats, mice, and rabbits, respectively. In addition to acting as a natural 
antibacterial and antiviral agent (especially against HSV1 and HSV2),109,160 
resveratrol decreases inflammation in response to pathogen infection by 
Listeria monocytogenes161 and reduces levels of inflammatory cytokines in 
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LPS-stimulated macrophages by inhibiting the proteasome.162 Finally, res-
veratrol decreases inflammation in models of respiratory disorders, includ-
ing chronic obstructive pulmonary diseases (COPD)163 and asthma.164 Given 
its pervasive anti-inflammatory activity and apparent safety, resveratrol 
may prove to be a practical treatment for many low-grade chronic inflam-
matory disorders.

In addition to its anti-inflammatory effects on the cardiovascular sys-
tem,154 SRT1720 has demonstrated promising effects in mouse models of 
chronic inflammation,165 ashma166 and COPD/emphysema.167 Importantly, 
its effects in COPD occur via a FOXO3-mediated reduction in premature 
lung cell senescence, an effect that was shown to be SIRT1-dependent.167 In 
addition, SRT1720 ameliorates colitis in mice through a mechanism involv-
ing PGC1α.168 In humans, clinical trials on inflammation using synthetic 
STACs have yielded mixed results. For example, SRT2104 has been reported 
to attenuate LPS-induced inflammation in human patients.169 In addition, a 
randomized, placebo-controlled study demonstrated that SRT2104 may be a 
viable treatment for patients with moderate to severe psoriasis.170 However, 
another study assessing the safety and clinical activity of SRT2104 in patients 
with mild to moderate ulcerative colitis failed to show any effect.171 This 
result is quite unexpected since SIRT1 has been shown to play an important 
role in colitis,172 but it could be the result of poor drug pharmacokinetics or 
pharmacodynamics.

11.4.7   Fertility and Development
Since fertility decreases in both males and females with age, it may be consid-
ered another marker for aging. Because resveratrol has been shown to have 
weak estrogenic activity (via activation of ERα),173 initially there was concern 
that supplementation could alter male fertility and possibly influence the 
development of offspring in mammals.109 The results of numerous studies, 
however, have led to dismissal of these concerns.109 Treatment of pregnant 
mothers with resveratrol had virtually no effect on their offspring,174 and even 
very high doses of resveratrol up to 300 mg kg−1 do not appear to result in 
any observable toxic effects on fertility or development.175 In fact, resveratrol 
appears to protect against age-associated infertility in female mice. In one 
study, young mice fed a diet containing resveratrol for 12 months retained 
the capacity to reproduce while their age-matched counterparts on the con-
trol diet did not.176 This phenotype was associated with an increase in the 
number and quality of oocytes.176 In male rodents, resveratrol protects sperm 
against a number of chemical and environmental insults.177 While research-
ers have only started to investigate the use of synthetic STACs for the treat-
ment of age-related infertility, one report has demonstrated that SRT1720 
improves follicle reserve and prolongs the ovarian lifespan of obese female 
mice via a SIRT1-dependent mechanism.178 Thus, recent work is supporting 
the notion that an extension of lifespan and healthy aging could also lead to 
an extension of the reproductive phase of life. Figure 11.4 summarizes the 
beneficial effects of STACs on age-related diseases and physiological declines.
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11.5   Clinical Challenges with STACs
11.5.1   Pharmacology
To date, resveratrol and synthetic STACs have been tested in over 125 phase 
I and phase II clinical trials (http://www.clinicaltrials.gov). Some of the most 
promising results from these trials include data showing that resveratrol 
supplementation can improve insulin sensitivity in patients suffering from 
metabolic syndrome,179 and that it can reduce inflammation in patients with 
ulcerative colitis.180 In addition, SRT2104 showed promising effects in the 
treatment of psoriasis in phase I trials.170 Unfortunately, very few phase III 
trials have been performed using these molecules, and even fewer are in the 
pipeline (http://www.clinicaltrials.gov). Pharmaceutical companies may be 
discouraged from pursuing large-scale studies using resveratrol because it 
is a non-patentable natural compound that displays relatively poor pharma-
cological properties, including molecular promiscuitiy181 and low bioavail-
abilty.115 In the case of synthetic STACs, which are patented new chemical 
entities, much more work is still needed to adequately characterize their 
molecular pharmacodynamics and toxicity.15

Resveratrol exhibits complex pharmacodynamics.15 In addition to activating 
SIRT1 and modulating cyclooxygenase enzymes,109,182 PDE,90 and the estrogen 
receptor,173 resveratrol also targets cytochrome P450 enzymes (CYPs) involved 
in phase I drug metabolism,183,184 the aryl hydrocarbon receptor (AHR),185 

Figure 11.4    Documented effects of SIRT1 activators on lifespan and the treatment 
and prevention of various age-related diseases in mammals.
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quinone reductase II (QRII),186 and S6 kinase (S6K),187 amongst others.109 Yet, 
the cumulative effect of these many interactions on health appears to be gen-
erally positive,188 and resveratrol demonstrates an apparent lack of toxicity 
in animal models.109 This observation has given rise to the ‘xenohormesis’ 
hypothesis, which states that resveratrol and similar molecules produced by 
plants during times of stress could act as chemical cues to trigger a physio-
logical defense mechanism in animals to aid in their survival.188 Because it is 
multifaceted, resveratrol may protect against several disease-related pheno-
types that a specific SIRT1 activator might not guard against. However, this 
property could also increase the occurrence of unforeseen and possibly detri-
mental off-target effects when using resveratrol to treat specific diseases. For 
example, while resveratrol-mediated SIRT1 activation might help treat type II 
diabetes,189 its off-target effects could aggravate other pre-existing conditions 
in these patients. In this regard, second generation synthetic STACs such as 
SRT1720 and SRT1460, which were designed to specifically activate SIRT1, 
may be more appropriate.24 However, while these molecules also appear to 
be well-tolerated,190 they too display off-target effects.191 No work has yet been 
published on the molecular specificity or toxicity of third generation STACs.

Poor bioavailability and pharmacokinetics are additional clinical chal-
lenges facing STACs.27 Studies have shown that while resveratrol absorption 
in humans is dose-dependent,115 low plasma levels are achieved due to poor 
bioavailability and rapid metabolism.27 For example, one study showed that 
supplementation of a 5 g dose of resveratrol in humans resulted in a mean 
plasma concentration of only ∼52 µg L−1 over a one day period.192 The maxi-
mum plasma concentration (Cmax) reached during this period was 540 µg L−1, 
which occurred 1.5 hours after administration.192 It is thought that human 
gut microbiota could limit the bioavailability of resveratrol through conver-
sion into non-absorbable metabolites such as 3,4′-dihydroxy-trans-stilbene 
and 3,4′-dihydroxybibenzyl.193 Time of intake (morning or night), prior food 
intake, and fat content in food are other factors that appear to affect absorp-
tion.194 Once in the blood stream, resveratrol is rapidly metabolized into sul-
fate, disulfate, and glucuronide derivatives that are quickly excreted from the 
body,109,195,196 resulting in a short half-life of only 8–14 minutes for the primary 
molecule.196 To circumvent these issues, a proprietary micronized formulation 
of resveratrol, SRT501, with improved bioavailability has been developed.197 In 
clinical trials, SRT501 has achieved blood levels 5–8 times higher than stan-
dard resveratrol, suggesting that this formulation may represent a promis-
ing pharmaceutical.198 Likewise, SRT2104 shows moderate bioavailability of 
roughly 14%, and a mean clearance of ∼400 mL min−1 in human patients.199

11.5.2   Regulatory Paradigms
Regulatory agencies do not typically consider aging a disease given its wide-
spread prevalence. Furthermore, funding for research promoting health 
is far scarcer than funding for disease-related research. The cost of testing 
STACs in clinical trials for healthy aging would be enormous given the length 
of time and logistical complications associated with completing such a study. 
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For these reasons, it is unlikely that the effects of STACs on human lifes-
pan and healthspan will be assessed directly. Instead, it has been speculated 
that the first insights into the effects of STACs on human aging and disease 
prevention will be inferred from longer-term disease-specific trials, many of 
which are currently ongoing.15 In addition, it has been estimated that over 
two thirds of Americans who consume multiple dietary supplements take 
resveratrol.115 This large uncontrolled public drug trial could contribute 
important data in the form of individual medical reports and case studies 
about how STACs affect human health.

While research into aging and anti-aging drugs was once looked upon with 
skepticism, there are now clear indications that this perception is changing. 
For example, in 1974 the US National Institute for Aging (NIA) was founded 
with the specific directive of funding research focusing on the biological, 
social, and economic implications of aging (http://www.nia.nih.gov). More 
recently, the FDA has revised its policies and recommendations regarding clin-
ical trials for lifespan extending therapeutics and given approval for the first 
anti-aging drug trial. The aim of the Targeting Aging with Metformin (TAME) 
study is to treat 3000 volunteers aged 70–80 years for 5–7 years with metformin 
and subsequently observe if age-related disease is delayed.4 Metformin, an 
AMPK activator, is currently used for the treatment of type II diabetes and has 
previously been shown to extend the lifespan of mice.22 If successful, this study 
could revolutionize medicine by demonstrating the possibility of treating mul-
tiple age-related diseases using a single compound. Moreover, positive results 
with metformin could help advocate approval for similar studies using STACs.

11.6   Conclusion
Over the past century, developments in medicine relating to vaccination, dis-
infectants, and antibiotics have led to a dramatic decrease in deaths due to 
infectious diseases, an increase in lifespan, and an increase in the elderly 
demographic.200 In fact, it has been predicted that by the year 2050, 20% 
of the world’s population will be over the age of 60.200 Unfortunately, this 
increase in life expectancy is not always coincident with health, as individ-
uals over the age of 65 suffer from 1–3 chronic age-related diseases on aver-
age.200 Therefore, now more than ever, there is a need to develop treatments 
for aging and age-related disease. STACs are one of several new classes of 
molecules recently discovered that could potentially be used to treat multi-
ple age-related diseases in humans. Whether STACs fulfill their promise as 
human anti-aging drugs or not, it is becoming increasingly clear that such 
compounds do exist, and that the medical and societal impact of the dissem-
ination of these pharmaceuticals will be immense.
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12.1   Introduction
Acetylation in the ε-amino group of lysine residues results in a gain-of-func-
tion or loss-of-function for many proteins, such as histones, transcription 
factors and proteins that are involved in DNA repair and replication, metab-
olism, cytoskeletal dynamics, apoptosis, protein folding and cellular signal-
ing. N-ε-acetylation is reversible and is dynamically controlled by histone 
lysine deacetylases (HDACs).1 So far, four different classes of HDACs have 
been identified in humans, and sirtuins belong to the third class of deacety-
lase enzymes. Mammalian sirtuins comprise seven forms (SIRT1–7) and, 
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although deacetylase activity has not been reported for all members, all 
sirtuins contain a conserved catalytic core domain of 275 amino acids and 
require nicotinamide adenine dinucleotide (NAD+) as an essential co-factor.2,3  
Sirtuins also differ in subcellular locations. SIRT1, SRT6 and SIRT7 are 
nuclear proteins with distinct subnuclear localizations. For example, SIRT1 
is detected in the nuclei but not the nucleoli, whereas SIRT7 is a widely 
expressed nucleolar protein associated with active rRNA. SIRT2 is predomi-
nantly a cytoplasmic protein, but it can also be located in the nucleus. SIRT3, 
SIRT4 and SIRT5 are mitochondrial proteins, although SIRT3 has also been 
reported to move from the nucleus to mitochondria during cellular stress.4 
Sirtuins are controlling the activity of many proteins related to cell survival, 
inflammation, lifespan regulation, metabolism, cell cycle regulation, apopto-
sis and senescence, DNA repair and genome stability. Moreover, sirtuins can 
modulate lifespan in worms and flies, and their activities may underlie the 
beneficial effects of caloric restriction and moderate exercise, which are the 
best known experimental interventions leading to healthy aging and lifes-
pan extension.4,5 Thus, sirtuin activation may help in preventing the aging- 
related decline in heart function and neuronal loss, as well as tumorigenesis.

Cancer can be considered as a collection of related diseases where its key 
feature is the uncontrolled rate of cell division. In the evolution from a nor-
mal to a neoplastic state, cells acquire different hallmarks that make them 
tumorigenic and ultimately malignant. These hallmarks are implicated in 
sustaining proliferative signaling, evading growth suppressors, avoiding 
replicative senescence, reprogramming energy metabolism, inducing angio-
genesis, activating invasion by regulation of the cell motility and epithelial- 
to-mesenchymal transition, and increasing genome instability.6 Different 
sirtuins are key regulators of this wide variety of cellular and physiological 
processes, and can act either as tumor suppressors or as tumor promoters, 
depending of the cellular context. In this sense, sirtuins can be recognized as 
multiple functional proteins acting solely as tumor suppressor, as described 
for SIRT4, having a role as tumor suppressor or oncogene, as described for 
SIRT1, SIRT2, SIRT3 and SIRT6, or showing only oncogene-like activity, as 
SIRT5 and SIRT7.7 In those models where sirtuin activation favors cell trans-
formation, pharmacological inhibition of sirtuins can be a valuable tool to 
aid in the fight against cancer. In this chapter we review the potential use of 
sirtuin inhibitors in the treatment of cancer.

12.2   Expression of Sirtuins in Cancer Cells
SIRT1, which is an orthologue of the yeast Sir2 protein,8 is the most studied 
among sirtuins, which have attracted great interest as a result of reports 
that calorie restriction (CR) could extend lifespan in mammals by inducing 
SIRT1 expression, promoting the long-term survival of irreplaceable cells 
and reducing cancer incidence.9 SIRT1 is a multiple functional protein that 
deacetylates various substrates, including histones, transcription factors, 
DNA repair factors and signaling proteins, thereby modulating their activity 
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and presenting a dual role in cancer.7 SIRT1 inhibits NF-kB transcription, 
sensitizing cells to undergo apoptosis in response to TNFα, but also inhib-
its p53 activity, the first discovered non-histone target of SIRT1, suggesting 
that SIRT1 can play a central role in tumorigenesis and senescence.10 In 
genetic mouse models it was shown to act as a tumor suppressor,7,11–13 as 
was also the case for several human cancers where its expression was found 
reduced in comparison with in normal tissues. In this way, 30% of colorec-
tal adenocarcinomas displayed lower than normal SIRT1 expression that 
was gradually decreased during carcinogenesis and tumor progression.14,15 
In addition, both mRNA and protein levels were downregulated as com-
pared with the corresponding non-neoplastic tissue in gastric cancer.16 
Moreover, SIRT1 expression is associated with good prognosis for head and 
neck squamous cell carcinoma (HNSCC) patients.17 Human breast cancers, 
hepatocellular carcinoma (HCC), esophageal adenocarcinomas, gastric 
adenocarcinomas, and HNSCC exhibited reduced SIRT2 levels compared 
with normal tissues.12,18 The expression levels of both SIRT2 and SIRT3 were 
significantly reduced in tumor tissues from basal cell carcinoma.19 Gastric 
cancer patients with SIRT3 expression have better prognosis than those 
without,20 and low levels of SIRT3 and SIRT7 expression correlated with 
more aggressive tumor phenotypes and poorer outcome, as measured by 
disease-free and disease-specific survival time 12 months post-diagnosis.21  
Finally, protein levels of SIRT6 were decreased in human non-small cell 
lung cancer (NSCLC) tissues.22

However, there is also strong evidence that SIRT1, SIRT3 and SIRT6 can 
behave as tumor promoters in human tumorigenesis because their expres-
sion is significantly increased in many tumors. In accordance, SIRT1 was 
consistently overexpressed in multiple hematopoietic malignant diseases, 
including acute myeloid leukemia (AML), samples compared with all con-
trols,23 in diffuse large B-cell lymphoma where it is associated with poor prog-
nosis,24 and in chronic myelogenous leukemia (CML) where it is required for 
efficient BCR-ABL transformation of hematopoietic progenitor cells.25 In a 
solid tumor, such as human prostate cancer, it was shown that cancer cells 
had greater SIRT1 expression than uninvolved cells.26 High levels of SIRT1 
expression correlated with advanced stages and poor prognosis of colorectal 
carcinoma (CRC),27,28 gastric cancer,29 pancreatic ductal adenocarcinoma,30 
hepatocellular carcinoma (HCC) and cholangiocarcinoma,31 NSCLC,32,33 
breast cancer,34 endometrial cancer,35 ovarian carcinoma,36 Barret’s esoph-
agus carcinoma,37 synovial sarcomas,38 and osteosarcoma.39 How SIRT1 is 
overexpressed in many cancers is not fully understood, but it has been pro-
posed that it is due to evasion of SIRT1 mRNA from repression by a group of 
SIRT1-targeting microRNAs that might be robustly silenced in cancer.40 In 
gastric cancer, the activating transcription factor 4 (ATF4), a stress response 
gene involved in homeostasis and cellular protection, binds directly to the 
SIRT1 promoter resulting in SIRT1 upregulation.41 ATF4 overexpression has 
been also correlated with multiple malignant characteristics and indicates 
poor prognosis in esophageal squamous cell carcinoma (ESCC) patients.42 
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Moreover, it promoted cell proliferation, migration and lung metastasis 
in osteosarcoma cell lines and patient clinical samples, as compared to 
matched non-tumor tissue.43

High SIRT3 expression in the cytoplasm significantly correlates with high 
tumor grades in positive lymph node status, and poor prognosis in colon 
cancer patients.44 Again highlighting the double face of sirtuins in cancer, 
low levels of SIRT3 have been associated with poor outcome in breast can-
cer45 but high levels of SIRT3 expression also predicted a poor prognosis in 
patients, increasing lymph node metastasis, pathological grade and tumor 
size for breast cancer.46,47 Only SIRT3 and, to a lesser extent, SIRT7 were over-
expressed in three cell lines of oral squamous cell carcinomas (OSCC) com-
pared with primary keratinocytes.48

SIRT5 and SIRT7 have been described acting only as oncogenes in relation 
to tumorigenesis. SIRT5 was significantly increased in human NSCLC tis-
sues at both protein and mRNA levels compared with adjacent normal lung  
tissues; it was associated with large tumor volume, metastasis and high dis-
ease stage, and predicted poor overall and disease-free survival.49 Meanwhile, 
SIRT7 overexpression has been detected in hepatocarcinoma, thyroid and 
breast cancers.12,46,50 In addition to SIRT1, microRNAs are direct suppressors 
of SIRT7 and may function as tumor suppressors by controlling aberrant 
expression of SIRT7 in HCC tumorigenesis.51

12.3   Sirtuins and the Hallmarks of Cancer
The main feature during tumorigenesis is the increase in the number of 
cells. This increment can be produced by different mechanisms: by increas-
ing the rate of cell proliferation, by avoiding apoptosis, or by a combination 
of both. The first non-histone substrate found for SIRT1 was p53, where the 
acetylation in lysine residues is indispensable for p53 activation. The tumor 
suppressor p53 inhibits the formation of tumors by controlling the cell 
cycle, apoptosis and DNA repair in response to various forms of genotoxic 
stress.52 Luo et al. and Vaziri et al. found that SIRT1-mediated deacetylation, 
with a specificity for its C-terminal Lys382 residue, antagonized p53-depen-
dent transcriptional activation and apoptosis. SIRT1 activation avoided the 
increase in the levels of acetylated p53 upon exposure of cells to ionizing radi-
ation. Conversely, levels of acetylated p53 were enhanced when the cells were 
treated with nicotinamide, a general competitive inhibitor of sirtuin activ-
ity.10,53 SIRT2 is also able to deacetylate and downregulate the transcriptional 
activity of p53 in HEK293 cells,54 and recently it has been reported that p53 
levels are also regulated by SIRT7 in NIH3T3 and U2OS cells.55 SIRT7 overex-
pressing cells resisted both senescent and apoptotic effects of doxorubicin 
relocalizing SIRT7 from the nucleolus to the nucleoplasm, which resulted in 
decreased accumulation of p53 as well as its transcriptional targets, the well-
known tumor suppressor p21.55 Epigenetic suppression of p21 has been also 
reported in patients with HCC where SIRT7 gene expression was significantly 
upregulated and mediated mitotic stimulation of cells.51
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One of the cancer hallmarks is the evasion of growth suppressors, and p53 
is a key regulator that governs the decisions of cells to activate senescence and 
apoptotic programs.6 Similarly to p53, E2F1, which is activated and stabilized 
by DNA damage, plays an important role regulating cell growth and apopto-
sis. E2F1 transcriptional activity is enhanced by acetylation and increased 
E2F1 levels were associated with increased SIRT1 expression, which reduces 
the acetylation level of E2F1, thus forming a negative loop.56 The inhibition 
of the apoptotic program induced by SIRT1 is also mediated by inhibition of 
FOXO3, another nuclear factor.57 Furthermore, SIRT1 does not regulate all 
FOXO target genes in the same manner but has a dual effect on FOXO3 func-
tion. FOXO3 can be acetylated at five different lysine residues in response 
to oxidative stress, and SIRT1 deacetylated FOXO3, increasing its ability 
to inhibit cell death by diminishing the expression of proapoptotic FOXO  
targets (Fas ligand and BIM) but inducing cell cycle arrest and resistance to 
oxidative stress.57 This pathway may be very important for regulating survival 
of cancer cells, which are characterized by high levels of oxidative stress.58

Another tumor suppressor regulated by SIRT1 is p27, a potent stoichiomet-
ric inhibitor of all G1 cyclin-dependent kinase (CDK) complexes with roles 
in cell proliferation, senescence, differentiation, migration, and invasion. 
Experimental drugs targeting CDKs have been shown to exhibit profound 
anti-tumor activity.59 It has been reported that SIRT1 negatively regulates p27 
expression. SIRT1 regulates p27 stability through the ubiquitin proteolysis 
pathway and p27 downregulation is consistently associated with poor prog-
nosis in NSCLC.60

Alterations in the Wnt/FZD ligands could be tumorigenic. The Wnt/β-cat-
enin signaling pathway transmits signals through specific Frizzled (FZD) 
receptor that are connected through Dishevelled (Dvl) proteins to the canon-
ical β-catenin-dependent pathway. In the absence of Wnts, β-catenin is 
sequestered in a complex that promotes its ubiquitination and subsequent 
degradation.61 SIRT1 loss of function leads to a significant decrease in the 
levels of all three Dvl proteins, which have been reported to be overexpressed 
in colon tumors and invasive ductal breast carcinomas, and to contribute to 
pancreatic cancer malignancy. Moreover, SIRT1 promotes constitutive Wnt 
signaling and Wnt-induced cell migration.62

The universal feature of cancer cells is their ability to sustain chronic prolif-
eration deregulating growth-promoting pathways, and the c-Myc oncogene, 
another substrate for SIRT1, is a “master regulator” that controls cellular 
growth regulation. Although it was first described as a negative loop showing 
that c-Myc binding to the SIRT1 promoter enhanced SIRT1 levels leading to 
increased rates of SIRT1-mediated deacetylation of c-Myc, which ultimately 
triggered its destruction,63 it was later reported that SIRT1 gene transcription 
is upregulated by N-Myc in neuroblastoma cell lines and N-Myc protein is 
stabilized by upregulation of ERK protein phosphorylation, which in turn 
phosphorylates N-Myc protein at S62 and blocks its degradation. N-Myc 
and SIRT1 then repressed mitogen-activated protein kinase phosphatase 3 
(MKP3) gene transcription by forming a transcriptional repressor complex 
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at the Sp1-binding sites of the MKP3 gene promoter. When SIRT1 activity 
was inhibited by cambinol before tumor initiation in TH-MYCN transgenic 
mice, N-Myc-induced neuroblastoma initiation was suppressed.64 Similarly 
to SIRT1, N-Myc and c-Myc also upregulated SIRT2 expression respectively 
in neuroblastoma cells and pancreatic cancer cells, which stabilized Myc 
oncoproteins because SIRT2 represses gene transcription of the ubiquitin- 
protein ligase NEDD4 that mediates the ubiquitination and degradation of 
Myc oncoproteins.65 Amplification of the proto-oncogene N-Myc occurs in 
25% of neuroblastoma tumors and is the best characterized genetic-risk 
factor for high-risk chemotherapy-refractory disease,66 and deregulation of 
c-Myc protein is a common feature in pancreatic cancer that may be involved 
in early neoplastic development and progression.67 Furthermore, the Fms-
like tyrosine kinase (FLT3) receptor is present in 25–30% of acute myeloid 
leukemia patients, constituting the most commonly observed mutation in 
this disease, in which SIRT1 is selectively overexpressed by Myc-mediated 
induction. FLT3-ITD is associated with reduced length of remission and 
survival, consistent with a lack of elimination of leukemic stem cells.68 In 
addition, SIRT1 is overexpressed in cancerous neural stem cells and has a 
critical role in the maintenance of cellular growth potential as well as neural 
stemness, and is also critical for the oncogenic transformation of cancerous 
neural stem cells.69

When a tumor grows and forms large masses of tumor cells, the core of 
that tumor become hypoxic and cells have to adapt to this stressing low  
oxygen condition. The hypoxia inducible factor-1α (HIF-1α), a key transcrip-
tion factor, is quickly degraded under normal oxygen tension due to its con-
tinuous posttranslational modification by propyl-hydroxylases that targets 
HIF-1α to proteosomal degradation. However, low oxygen concentration 
induces an increase in the level of cellular ROS and inhibits these enzymes, 
leading to HIF-1α stabilization.70 HIF-1α and HIF-2α are the best character-
ized isoforms of the HIF family that interact physically with sirtuins. SIRT3 
has been shown to decrease HIF-1α stability via regulation of ROS and oxygen 
levels,71 while SIRT2 decreases the levels of HIF-1α by deacetylating Lys-709 
of HIF-1α and stimulating its binding to prolyl-hydroxylase, which leads to 
the subsequent hydroxylation and ubiquitination of the protein.72 However, 
how SIRT1 regulates HIF-1α stability is controversial. SIRT1 binds to HIF-1α 
and deacetylates it at Lys-674, repressing HIF-1α target genes in HEK293T 
cells in normoxia, whereas in hypoxic conditions SIRT1 is downregulated 
due to decreased NAD+ levels.73 However, conflicting data have been reported 
showing that high levels of SIRT1 are necessary for HIF-1α protein accumu-
lation and activation of HIF-1α target genes under hypoxic conditions in the 
HCC cell line. Moreover, treatment with the SIRT1 inhibitor sirtinol added 
at the onset of hypoxia inhibited the accumulation of HIF-1α protein.74 Con-
firming these results, Joo et al. recently reported that SIRT1 stabilizes HIF-
1α via direct binding and deacetylation during hypoxia leading to increased 
expression of HIF-1α target genes, including VEGF, GLUT1 and MMP2, and 
the ultimate promotion of cancer cell invasion.75
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In tumor cells, HIF-1α is stabilized leading to the enhancement of VEGF 
expression, increasing capillary density but also triggering the expression 
of numerous genes involved in cell physiology and survival, including those 
related to a shift in cell metabolism.76 Angiogenesis and the shift to aerobic 
glycolytic metabolism (Warburg effect) are two of the hallmarks of cancer 
mediated in part by HIF-1α stabilization, so inhibitors of this process have 
potential use as antitumor drugs.6 As glucose is degraded by aerobic glycol-
ysis, pyruvate is not used in the mitochondria but it is converted into lac-
tate, so the amount of ATP synthesis produced per glucose molecule drops, 
and HIF-1α increases the expression of transporters, like GLUT1, necessary 
for the entry of glucose into the cell77 and the mitochondrial metabolism 
is shifted in tumor cells. p53, which is also deacetylated by SIRT3 in addi-
tion to SIRT1,78 and c-Myc are master regulators of metabolism. When p53 is 
triggered by metabolic stress the GLUT expression is suppressed, inhibiting 
the aerobic glycolysis in cancer cells,79 so the inhibition of p53 activity by 
SIRT1 facilitates the aerobic glycolytic phenotype during tumorigenesis. On 
the other hand, c-Myc is frequently downregulated in cancer and was found 
to directly target and induce GLUT1 gene expression and increase glucose 
uptake.80 Furthermore, in cancer cells, lactate could drive cell migration 
and radioresistance. Lactate dehydrogenase-A (LDH-A) is acetylated at Lys-5 
and its substitution for Arg dramatically decreased the LDH-A acetylation 
by approximately 70%, and the mutated protein displayed only 18% of the 
wild-type activity. SIRT2, but not SIRT1, decreased LDH-A acetylation and 
increased LDH-A protein in both 293T and a pancreatic cancer cell line. The 
acetylation-induced decrease of LDH-A is independent of proteasome but 
involves chaperone-mediated autophagy-dependent degradation of LDH-A.81

In normal cells the activity of many tricarboxylic acid cycle enzymes and 
electron transport chain proteins implicated in the aerobic metabolism is 
regulated by SIRT3 82 and the overexpression of SIRT3 makes aerobic metab-
olism more efficient, reducing the levels of ROS. For these reasons the SIRT3 
gene is considered as a tumor suppressor and consequently its expression 
has been found to be reduced in many human tumors.44–47 However, the 
first substrate identified for SIRT3 was acetyl-CoA synthetase 2 (AceCS2), an 
enzyme that is important in converting acetate to acetyl-CoA in the presence 
of ATP and CoA, contributing to cancer cell growth under low oxygen condi-
tions.83 In mammalian cells, there are two types of ACeCS that are regulated 
by reversible acetylation: cytosolic ACeCS1 and mitochondrial ACeCS2.84,85 
Human AceCS2 is a mitochondrial matrix protein that was completely inac-
tivated upon acetylation at Lys-642 in the active site whereas deacetylation of 
this residue by SIRT3 resulted in the activation of the enzyme.83,86 Acetylation 
of mouse cytosolic ACeCS1 on Lys-661 inhibited its activity and deacetyla-
tion restored its ability to synthetize acetyl-CoA from acetate.86 Induced ace-
tate/acetyl CoA metabolism is a notable feature that is related to fatty acid 
synthesis, which is essential for tumor growth.87 In accordance, ACeCS2 is 
overexpressed in human breast tumors and its expression correlates with 
disease progression.88
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Furthermore, isocitrate dehydrogenase 2 (IDH2), another substrate for 
SIRT3, is a mitochondrial enzyme that converts isocitrate to α keto-glutarate 
(α-KG) and can be activated by SIRT3 thorough deacetylation of Lys-413, an 
evolutionarily invariant residue. Acetylated IDH2 displays a 44-fold loss in 
activity.89 IDH2 activities are a major factor in cancer because they convert 
glutamine to α-KG, which can enter the tricarboxylic acid cycle as energy fuel 
in cancer cells to sustain cell proliferation in hypoxic conditions.90 In this 
context, SIRT3 is acting as an oncogene.

Most of the cancers are of epithelial origin. One of the main characteristics 
of these kind of cells is the formation of strong cell junctions to other epithe-
lial cells and to the basal membrane, so they do not have the ability to move 
from their place. In their places, epithelial cancer cells can grow to form pri-
mary tumors that are responsible for only about 10% of deaths from cancer. 
The rest of patients die by cancerous cells growing at sites far from these 
locations in their bodies where their primary tumors first arose. The abil-
ity to invade other organs depends on a series of complex biological steps. 
The first of the many necessary steps leading to metastasis is to undergo the 
epithelial–mesenchymal transition (EMT), losing the epithelial cell pheno-
type and acquiring mesenchymal characteristics. A role of SIRT2 as a tumor 
promoter in HCC by promoting EMT has been reported.91 SIRT2 was highly 
expressed in HCC tissues and its depletion induced the expression of the epi-
thelial markers E-cadherin and α-catenin, which was accompanied by a con-
comitant reduction of mesenchymal marker N-cadherin and α-SMA. SIRT2 
expression led to the accumulation and nuclear import of β-catenin by reg-
ulating the Akt/GSK-3β/β-catenin-signaling axis, deacetylating Akt and reg-
ulating its activity.91 Furthermore, overexpression of SIRT1 promoted EMT 
and enhanced the invasive and metastatic potential in HCC cell lines down-
regulating E-cadherin levels, whereas vimentin, Snail, and Twist were upreg-
ulated. Inhibiting SIRT1 activity with nicotinamide yielded the opposite 
result, suggesting the potential of reversal of the EMT. Furthermore, SIRT1 
expression was significantly linked to poor prognosis after surgical resec-
tion in patients with HCC.92 Moreover, SIRT2 worked synergistically with the 
deacetylase HDAC6 to promote cell migration and invasion in bladder can-
cer by targeting cortactin, a protein located in regions of cells undergoing 
membrane remodeling that is frequently overexpressed in several types of 
cancers.93 Cortactin was identified as a novel substrate for SIRT1 in breast 
tumor tissues that expressed SIRT1 and cortactin more abundantly than 
normal surrounding tissues, and deacetylation of cortactin was associated 
with high levels of SIRT1 and tumorigenesis, suggesting a possible role for 
SIRT1 in cell motility through deacetylation of cortactin.94 SIRT1 promotes 
cell migration because sir2α−/− mouse embryonic fibroblasts were less motile 
than those of sir2α+/+ and showed higher levels of acetylated cortactin.94

In addition to SIRT1 and SIRT2, SIRT7 also participate in the EMT pro-
cess. SIRT7 is a nucleolar sirtuin that acts only as an oncogene in tumori-
genesis, which is highly expressed in several epithelial cancers as well as in  
sarcomas.95 SIRT7 regulates the expression of invasion-related genes and 
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EMT markers and promotes cell migration and invasiveness in epithelial and 
mesenchymal cancer cells. SIRT7 cooperates with SIRT1 to repress E-cadherin 
expression interacting physically with SIRT1, with the deacetylase activity 
of SIRT1 not being required for E-cadherin repression, but only the physical 
interaction between SIRT1 and SIRT7.95 In accordance with these results, over-
expression of SIRT7 also increased the motility of ovarian cancer cells.96

High levels of SIRT1 expression have also been associated with the regula-
tion of EMT in other human cancers. SIRT1 expression has been correlated 
with poor prognosis of colorectal cancer and co-localized with the stem 
marker CD133. SIRT1 decreased the level of p53 allowing the expression of 
several genes associated with the stemness, whereas the SIRT1 inhibitor nic-
otinamide significantly decreased the percentage of CD133+ cells.27 However, 
the role of SIRT1 in tumorigenesis is, once again, controversial because over-
expression of SIRT1 inhibited migration of OSCC cells in vitro, as well as their 
metastasis to the lung in vivo, increasing the expression of E-cadherin and 
decreasing the expression of mesenchymal markers, involving the deacetyl-
ation of Smad4, which can influence MMP7 expression, cell migration, inva-
sion, and tumor metastasis in OSCCs.97

Finally, unlike other sirtuins, SIRT7 selectively binds to promoter regions 
of target genes and deacetylates Lys-18 of histone H3, stabilizing the trans-
formed state of cancer cells, including anchorage independent growth and 
escape from contact inhibition, two important hallmarks of transformed 
cells.98 Among the genes regulated by SIRT7, some microRNAs have been 
reported, with microR-34a downregulation being markedly correlated with 
tumor size, metastasis, disease stage and prognosis, which played a pivotal 
role in SIRT7-mediated effects on gastric cancer.99

12.4   Sirtuin Inhibitors as Anticancer Agents
In view of their varied functions in cells, sirtuins are a druggable class of 
enzymes that could have beneficial effects on a number of human diseases 
when selectively activated or inhibited by different molecules. Mammalian 
sirtuins are characterized by N- and C-terminal sequences of variable length 
and a 275 amino acid catalytic core region that consists of a large domain with 
a Rossmann fold, a small domain containing a three-stranded zinc ribbon 
motif and a cleft between the domains that form the binding sites for both 
substrates: NAD+ and the acetylated Lys residue of a protein substrate.100,101 
This structural similarity means that a given molecule could inhibit different 
sirtuins simultaneously. Compared with sirtuin activators, which have been 
mainly developed for SIRT1, more studies have been performed for inhibi-
tors against different sirtuins, especially as anticancer drugs.

12.4.1   Nicotidamine and Its Analogues
In the sirtuin-operated deacetylation of a protein, the enzyme binds acetyl-
ated proteins and NAD+, releasing a molecule of nicotinamide by each acetyl- 
Lys hydrolyzed.3 Nicotinamide (Figure 12.1A) has been demonstrated to be 
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a potent physiological inhibitor of SIRT1 enzyme by a reaction mechanism 
in which base exchange and deacetylation are competitive chemical pro-
cesses.102 Nicotinamide blocked proliferation and promoted apoptosis selec-
tively in chronic lymphocytic leukemia cells that expressed p53 by means of a 
dual mechanism: blocking the enzymatic activity and increasing the miR-34a 
levels through a pathway involving p53.103 SIRT1 was also significantly higher 
in poorly differentiated carcinomas and is an independent prognosticator of 
poor survival in pancreatic ductal adenocarcinoma. Inhibition of SIRT1 by 
increasing concentrations of nicotinamide led to a dose-dependent decrease 
of viability in MiaPaCa-2 and PANC-1 cells, and a combinatory treatment 
with gefitinib, an EGFR tyrosine kinase inhibitor, plus nicotinamide showed 
a synergistic effect on cell viability.30 These observations suggest that SIRT1 
inhibition in combination with other anti-cancer therapies may be a future 
approach that could enhance the sensitivity of tumor cells and impair their 
escape mechanisms. In addition, nicotinamide (as well as sirtinol, another 
sirtuin inhibitor) inhibited SIRT3 and induced apoptosis in OSCC cells that 
overexpressed SIRT3 and SIRT7, diminishing cell growth and proliferation 
in these cells in comparison with the untreated controls.48 Galli et al. syn-
thesized and tested several analogues of nicotinamide and found that com-
pound 2 (Figure 12.1B) was more selective for SIRT3 over SIRT1 and SIRT2. 
Whereas nicotinamide inhibited SIRT3 activity with an IC50 of about 377 ± 52 
µM, compound 2 showed an IC50 of 38 ± 5 µM and inhibited the cell growth 
of some tumor cell lines by more than 50%. However, these effects could be 
due to the inhibition of several off-targets.104

Cell migration is involved in tumorigenesis and deacetylation of cortac-
tin is associated with high levels of mobility. Although SIRT1 is a protein 

Figure 12.1    (A) Nicotinamide and (B) compound 2.
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mainly located in the nucleus, SIRT1 can also be found in the cytoplasm, 
as well as in the nucleus in ovarian cancer specimens. Inhibition of SIRT1 
induced greater amounts of acetylated cortactin in nicotinamide-treated 
C13 and A2780cp cells, and migration was significantly slower than that of  
vehicle-treated cells.94

A clinical trial to determine the maximal tolerated dose and dose-limiting 
toxicity of vorinostat and nicotinamide in combination enrolled 25 patients 
with different types of lymphoma. The treatment was well tolerated, and 
the most significant toxicity was related directly to nicotinamide. The most 
common toxicities included fatigue (84%), nausea (80%), diarrhea (72%), 
and anorexia (56%). 24% of patients with relapsed or refractory lymphoma 
attained a response to vorinostat and nicotinamide, and 57% experienced 
disease stabilization.105 Currently, a clinical trial is recruiting patients to 
determine whether nicotinamide is effective in the treatment of human lung 
cancer (http://www.ClinicalTrials.gov Identifier: NCT02416739).

12.4.2   Splitomicin and Its Derivatives
In a cell-based screen for inhibitors of the yeast Sir2p, Bedalov et al. found 
that splitomicin (Figure 12.2A) inhibited the deacetylase activity with an IC50 
of 60 µM.106 However, splitomicin showed rather weak inhibition on human 
enzymes and to clarify the spatial orientations that the splitomicins adopt 
within the SIRT2 binding pocket, a series of splitomicins derivatives was 
synthesized. Among the different compounds tested, a β-phenylsplitomicin 
(compound HR73, Figure 12.2B) increased enzyme inhibition and showed 
antiproliferative properties and tubulin hyperacetylation in MCF-7 breast 
cancer cells.107

Figure 12.2    (A) Splitomicin and (B) the analogue HR 73.
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12.4.3   Sirtinol
Sirtinol (2-[(2-hydroxy-naphthalen-1-ylmethylene)-amino]-N-(1-phenyl-ethyl)- 
benzamide) (Figure 12.3) was found to be an efficient inhibitor of yeast Sir2 
and human SIRT2 in a screening of more than 1500 compounds from two 
chemical libraries, with an IC50 of 68 and 38 µM, respectively. The 2-hydroxyl-
1-napthol moiety was sufficient for inhibition because it makes important 
contacts with the enzyme active site.108

Sirtinol induced senescence-like growth arrest in human breast cancer 
MCF-7 cells and lung cancer H1299 cells by impairing activation of mito-
gen activated protein kinase (MAPK) pathways, but neither expression nor 
acetylation of p53 were found to be upregulated by sirtinol.109 However, later 
studies using MCF-7 cell lines confirmed that p53 is essential for sirtinol- 
induced apoptosis. Sirtinol was found to be a potent inhibitor of both SIRT1 
and SIRT2 and combined targeting of both sirtuins was required to signifi-
cantly increase the acetylation of p53 and induce cell death.110,111 MCF-7 is 
an estrogen receptor (ER)-positive human breast cancer cell line expressing 
higher levels of SIRT1 than ERα-negative tumors and cancer cell lines. ERα 
and SIRT1 physically interact, but catalytically active SIRT1 was required 
for the interaction between ERα and SIRT1, increasing levels of antioxida-
tive enzymes, especially Mn-SOD and glutathione peroxidase, and protect-
ing tumor cells from ROS-induced cell death. In addition, ERα only bound 
directly to p53 and repressed its transcriptional activity when interacting 
with SIRT1. A combined treatment with tamoxifen (an antiestrogen) and  
sirtinol produced a greater magnitude of apoptosis in these cells than the 
individual treatment, suggesting that interaction at the molecular level could 
be used for the treatment of breast cancer.112 Sirtinol also impaired cell 

Figure 12.3    Sirtinol.
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growth and increased ROS production and apoptosis in primary chronic lym-
phocytic leukemia cells and cell lines,113 adult T-cell leukemia-lymphoma,114 
melanoma cells115 and NSCLC cells.116

Furthermore, SIRT1 expression was upregulated in the androgen refrac-
tory PC3 and DU145 human prostate cancer cells and cell growth was depen-
dent on the SIRT1 expression. Treatment of PC3 cells with sirtinol at 50 µM 
resulted in a significant inhibition of cell growth and also attenuated the che-
moresistance that these cells presented against camptothecin and cisplatin 
by a mechanism that involved inhibition of SIRT1 activity.117 The exposure 
of the human prostate cancer cell line LNCaP to sirtinol had a pleiotropic 
effect leading to G1/G0 arrest and the inhibition of cell growth through p53- 
dependent pathways. Furthermore, the treatment inhibited the expression 
of markers for both androgen and IGF-1 pathways, which is of great impor-
tance since high circulating level of IGF-1 correlated with increased prostate 
cancer risk.118 Furthermore, in the BxPC-3 pancreatic cancer xenogeneic 
mice model a combined treatment of sirtinol and gemcitabine, the standard 
chemotherapeutic and first line drug for patients suffering from pancreatic 
cancer, improved the efficacy and survival time compared with either single 
inhibition of SIRT1 or single gemcitabine therapy,119 suggesting that high 
levels of SIRT1 may play an important role in promoting chemoresistance in 
these cancer cells.

SIRT1 also plays an important role in angiogenesis, modulating the sta-
bility of HIF-1α. Although SIRT1 was overexpressed in HCC and many liver 
cancer cell lines, HIF-1α protein was not detected in cells cultured at 21% O2 
but was stabilized in cells cultured at 1% O2.74 In this oxygen tension, there 
was a dose-dependent repression of HIF-1α transcriptional activity in cells 
treated with sirtinol, but also a dose-dependent repression of HIF-1α protein 
accumulation due to a decrease of newly stabilized HIF-1α protein, rather 
than enhanced degradation of mature HIF-1α.74

12.4.4   Cambinol
Cambinol (Figure 12.4), a β-naphthol compound, was discovered in a screen-
ing of the National Cancer Institute repository of drugs as an inhibitor of 
human SIRT1 and SIRT2 activity in vitro with IC50 values of 56 and 59 µmol 
L−1, respectively. The substitution of β-naphthol in cambinol with phenol led 
to loss of inhibitory activity.120 Cambinol treatment induced apoptosis in 
Burkitt lymphoma cells by hyperacetylation of p53, even in the absence of 
any DNA-damaging agent, but was also less toxic to most of the carcinoma 
and primary cells. Cambinol-induced sirtuin inhibition also increased the 
acetylation and reduced the activity of BCL6, an oncoprotein that functions 
as a transcriptional repressor downregulating essential tumor suppressors 
like p53.121 In addition, inhibition of SIRT1 and SIRT2 by cambinol was effec-
tive, arresting the growth of ER-positive human breast cancer MCF-7 cells. 
Moreover, inhibiting these sirtuins by treatment with cambinol decreased 
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the levels of aromatase, an enzyme that converts androgen to estrogen, thus 
contributing significantly to the malignancy of most breast cancers.122

Cambinol was also active in a mouse xenograft model reducing tumor 
growth relative to mice treated with vehicle alone, and was well tolerated at 
a dose of 100 mg kg−1.120 SIRT1 is overexpressed in HCC and liver cancer cell 
lines and knocking down of SIRT1 reduced tumor formation in an orthotopic 
xenograft model showing an impairment of tumor angiogenesis due to the 
inhibition of hypoxia-induced VEGF expression in SIRT1 knockdown cells. 
The pharmacologic intervention of this orthotopic xenograft HCC tumors 
with cambinol resulted in overall smaller tumors than vehicle-treated con-
trols and the suppression of tumor growth in 3 of 4 animals or even in the 
reversion of tumor growth in the remaining animal after day 23. Cambinol 
treatment was safe and mice treated daily with 50 or 100 mg kg−1 cambinol 
for 2 weeks did not show any hepatotoxic effects and the treatments did not 
impair the regenerative capacity of normal liver.74,123 Inhibition of SIRT1 
in HepG2 cells also reduced colony formation in vitro in a dose-dependent 
manner but only when cells were expressing p53wt.123 In vivo, cambinol also 
decreased the HIF-1α transcriptional activity. In mice exposed to 6% oxygen, 
HIF-1α protein accumulated in various tissues and activated HIF target genes 
but the treatment with 100 mg kg−1 cambinol decreased mRNA levels of the 
HIF target gene and pro-angiogenesis factor, VEGF. Furthermore, tumors of 
cambinol-treated animals showed less vascular density and intratumoral 
hemorrhage.74

Similar to nicotinamide, a combination of cambinol and gefitinib led to a 
synergistic inhibitory cell growth effect in pancreatic cancer MiaPaCa-2 and 
PANC-1 cell lines overexpressing SIRT1.30

Figure 12.4    Cambinol.
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Since cambinol shows no selectivity among SIRT1, SIRT2 and SIRT3, 
Mahajan et al. designed different cambinol analogues to modulate sirtuin 
activity for their potential use as chemotherapeutics. Cambinol analogue 
compound 17 (Figure 12.5A) showed selectivity for SIRT1, compound 8 (Fig-
ure 12.5C) for SIRT2 and compound 24 (Figure 12.5B) for SIRT3 versus SIRT1 
and SIRT2. Cell viability assays using these cambinol analogues suggested 
that SIRT2 may be primarily responsible for the observed antilymphoma 
activity of these compound against B-cell lymphoma cell lines.124

Figure 12.5    Cambinol analogues. (A) Compound 17; (B) compound 24; and (C) 
compound 8.
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12.4.5   Salermide
Lara et al. (2009) synthesized salermide (N-phenyl-propionamide) (Figure 
12.6), which exhibits higher selectivity against SIRT2 than against SIRT1.125 
Similar to sirtinol, which inhibited both SIRT1 and SIRT2, salermide signifi-
cantly impaired MCF-7 cell proliferation through a p53-dependent mecha-
nism. This dual inhibition of SIRT1 and SIRT2 was essential to achieve MCF-7 
cell death.110 Salermide also upregulated the expression of death receptor 5 
and induced apoptosis in NSCLC, BE(2)-C and MiaPaca-2 pancreatic cells, 
leukemia MOLT4 cells, and MCF-7 cells.65,126–128 The effect of salermide was 
more potent in cancerous cells, but not in non-tumorigenic cell lines with 
low level expression of SIRT1,126 indicating that SIRT1 is a cancer-related 
gene that inhibits p53 function.

12.4.6   Indole Derivatives
Napper et al. discovered a series of indoles as potent inhibitors that were 
selective for SIRT1. The most active compound was named EX-527 (Fig-
ure 12.7), which inhibited SIRT1 in the nanomolar range with a 500-fold 

Figure 12.6    Salermide.

Figure 12.7    Ex-527.
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improvement over previously reported SIRT inhibitors. Furthermore, EX-527 
showed a higher degree of selectivity for SIRT1 over two other sirtuins: SIRT2 
and SIRT3. This compound entered into the cells and inhibited the deacetyl-
ation of p53 at a concentration of 1 µM.129

Deacetylation of cortactin is associated with high levels of SIRT1 and tum-
origenesis. EX-527 inhibition of SIRT1 induced greater amounts of acetylated 
cortactin in C13 and A2780cp cells.94 SIRT1 is involved in tumorigenesis and 
drug resistance. Gemcitabine, which is used as a first-line therapy in pancre-
atic cancer patients, induced SIRT1 expression and potentially SIRT1-mediated 
pathways in the PANC-1 cell line. In this cell line, EX-527 inhibited or reduced 
proliferation PANC-1 cells in vitro and enhanced their sensitivity to gemcit-
abine treatment through increased apoptosis and the augmentation of caspase 
3/7 activity, but had no effect on EMT.130 Moreover, SIRT1 was upregulated in 
gastric cancer and ESCC with SIRT1 being required for the ATF4-induced mul-
tidrug resistance (MDR) effect in these cancers.41,131 The inhibition of SIRT1 
with EX-527 could partly reverse the gastric cancer MDR phenotype mediated 
by ATF4 in a dose–response manner.41 Furthermore, the growth of endome-
trial carcinoma cells was also mediated by SIRT1. This sirtuin was significantly 
higher in endometrial carcinoma than in normal endometria and its over-
expression was associated with a shorter survival and significantly enhanced 
the resistance for cisplatin and paclitaxel. EX-527 significantly suppressed 
the proliferation and cisplatin resistance of three endometrial carcinoma cell 
lines and also markedly inhibited tumor growth in a mouse xenograft model 
of endometrial carcinoma cell lines, regardless of the p53 mutational status.132

A significant increase, not only in SIRT1 expression, but also in SIRT2 and 
SIRT7, was noted during different stages of cervical cancer progression. Sim-
ilar to ovarian cancer, SIRT1 expression was noted in both the cytoplasm and 
nucleus of the preneoplastic lesions. The treatment of cancer cell lines with 
EX-527 and AGK2, which specifically inhibit SIRT1 and SIRT2, respectively, 
also inhibited cell growth.133 Furthermore, it has recently been reported that 
EX-527, like sirtinol, impaired cell growth and increased ROS production and 
apoptosis in primary chronic lymphocytic leukemia cells.113

The first Phase I pharmacokinetics studies has been carried out in seven 
cohorts of eight subjects that received a single dose of EX-527 (selisistat) at 
levels of 5, 25, 75, 150, 300 and 600 mg, and four cohorts of eight subjects 
that were administered 100, 200 and 300 mg once daily for 7 days. EX-527 
was rapidly absorbed in proportion to the dose in the 5–300 mg range and a 
plateau in plasma was achieved within 4 days of repeated dosing. No serious 
adverse events were reported and EX-527 was considered safe and well toler-
ated by healthy male and female subjects after single doses up to 600 mg and 
multiple doses up to 300 mg per day.134

12.4.7   Tenovin
Using a cell-based screen for small molecules able to activate p53 and 
decrease tumor growth, Lain et al. (2008) found two SIRT1 inhibitors, 
tenovin-1 and its more water-soluble analog tenovin-6 (Figure 12.8), which 
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decreased tumor growth in vitro at one-digit micromolar concentrations and 
delayed tumor growth in vivo as single agents.135

SIRT1 plays a critical role in chronic myelogenous leukemia (CML), an 
age-dependent malignancy, and further increases in the advanced phases 
of CML, and this was correlated with increasing BCR-ABL expression. SIRT1 
activation promoted CML cell survival and proliferation associated with 
deacetylation of multiple SIRT1 substrates, including FOXO1, p53, and 
Ku70. Tenovin-6 administered at 50 mg kg−1 day−1 showed no hematologic 
toxicity or body weight loss. SIRT1 inhibition with tenovin-6 further sensi-
tized CML cells to imatinib-induced apoptosis. However, the combination of 
SIRT1 inhibition with imatinib for treatment of mouse CML-like disease did 
not increase survival advantage compared with any of the individual drug 
treatments.25

Tenovin-6 also arrested cell growth and induced apoptosis in the acute 
promyelocytic leukemia NB4 cell line and promoted granulocytic differen-
tiation of these cells when tenovin-6 and BML-266 were added in combina-
tion by a mechanism that involved SIRT2 inhibition, whereas the acetylation 
status of p53 was unchanged at 3 mM tenovin-6.136 On the other hand, in 
chronic lymphocytic leukemia, tenovin-6 neither induced cellular apoptosis 
or p53-pathway activity but caused non-genotoxic cytotoxicity deregulating 
protective autophagy pathways by increases in the autophagy-regulatory 
proteins LC3 (LC3-II) and p62/Sequestosome.137,138 Although p53 seems 
to not be involved in the inhibitory mechanism mediated by tenovin-6 in 
T-cell lymphoma that strongly expressed SIRT1, tenovin-1 reduced SIRT1 
enzymatic activity and SIRT1 expression and led to increased apoptosis 
accompanied by increased acetylated p53.139 Also in acute lymphoblastic 
leukemia (ALL), primary ALL cells from patients expressed higher levels of 
SIRT1 and SIRT2 than peripheral blood mononuclear cells from healthy 

Figure 12.8    Tenovins.
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individuals, and tenovin-6 treatment increased the level of hyperacetylated 
p53 protein. p53 potently inhibited the growth of pre-B ALL cells and pri-
mary ALL cells with IC50 values of 0.36 µM and 2.5 µM, respectively, sensi-
tized ALL cells to the conventional chemotherapeutic agents etoposide and 
cytarabine, and inhibited the Wnt/β-catenin signaling pathway,140 probably 
because SIRT1 loss of function led to a significant decrease in the levels of 
Dvl proteins and β-catenin was sequestered in a complex that promoted its 
degradation.61

In melanoma, a solid tumor where SIRT1 was upregulated, tenovin- 
induced SIRT1 inhibition arrested cell proliferation and clonogenic sur-
vival of melanoma cells, possibly via the activation of p53,141,142 which is 
not mutated in the majority of melanomas. Some SIRT1 downstream 
targets were identified in melanoma cells by a proteomic approach, and 
tenovin-1-mediated SIRT1 inhibition affected apoptotic signaling, one of 
the major hallmarks of cancer cells. The protein network analysis high-
lighted p53 as a central hub relating to the response to stresses and 
DNA damage.141 Recently, a positive loop where Myc protein upregulated 
SIRT1 and SIRT2 expression, which in turn stabilized Myc oncoproteins, 
has been described.64,65 Inhibition of melanoma cells with tenovin-1 also 
revealed new downstream targets of SIRT1, decreasing the levels of BUB3, 
BUB1 and BUBR1, which are spindle assembly checkpoint proteins that 
were connected to p53 in the protein network.141 The effect of tenovin-1 
on six NSCLC cell lines was also p53-dependent. Tenovin-1 significantly 
decreased the growth of all NSCLC cell lines tested, inhibited colony for-
mation, and the anchorage-independent cell growth in soft agar was also 
deeply restrained.33 The effect of tenovin-6 on different uveal melanoma 
(UM) cell lines was also p53-dependent and was mediated in part by an 
increment in the level of ROS. Tenovin-6 suppressed the growth of UM 
cells inducing a massive apoptotic cell death, inhibited the clonogenicity 
in a concentration-dependent fashion and attenuated the migration of 
UM cells, decreasing the secretion of matrix metalloproteinase (MMP) 2 
and MMP9. Furthermore, the combination of tenovin-6 with vinblastine, 
a conventional chemotherapeutic agent used for systemic therapy of UM 
patients, synergistically inhibited the viability of UM cells.143

As shown for sirtuins, the consequences of activated NOTCH signaling 
are cell type-specific and may have either tumor-suppressive or oncogenic 
effect. In Erwing sarcoma, the NOTCH pathway acts a tumor suppressor 
leading to strong transcriptional induction of p53. Moreover, SIRT1 was 
highly expressed in Ewing sarcoma and was associated with metastasis and 
poor prognosis.144 The amplitude and duration of the NOTCH response 
were regulated by acetylation of NICD on specific Lys residues, and SIRT1 
can modulate NICD activity by deacetylation.145 The SIRT1/2 inhibitor  
tenovin-6 killed Ewing sarcoma cells in vitro. The silencing of SIRT1 but 
not of SIRT2 in TC252 cells induced p53 acetylation and impaired Ewing 
sarcoma growth and migration in vivo in an established xenograft model 
in zebrafish.144
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However, the antiproliferative effect of tenovin-6 in different gastric  
cancer cell lines was p53-independent because a similar inhibitory effect 
was achieved with cell lines containing wild-type p53 and with cells 
endowed with mutant-type or null versions of p53 protein.146 The inhibi-
tory effect of tenovin-6 was linked to upregulation of the death receptor 5, 
a member of the tumor necrosis factor receptor family. Tenovin-6 showed 
a slight to moderate synergistic effect in treatment with chemotherapeutic 
agents, including docetaxel, SN-38, cisplatin, and 5-FU, in gastric cancer 
cell lines.146

In synovial sarcoma tumors and soft tissue sarcoma cell lines, SIRT1 
expression was higher than in normal mesenchymal cells, but this difference 
was not statistically significant. Tenovin-6 treatment inhibited cell prolifer-
ation and induced p21 in all sarcoma cell lines tested independently of p53 
status, without affecting the viability of primary mesenchymal stem cells, 
and antitumor growth effect of tenovin-6 was enhanced in starving nutrient- 
deprived conditions. Furthermore, treatment with tenovin-6 had an inhib-
itory effect on the growth of rhabdomyosarcoma xenografts.38 Similarly to 
chronic lymphocytic leukemia,137,138 tenovin-6 induced a time-dependent 
accumulation of LC3-II in all cell lines.38

12.4.8   Other Inhibitors of Human Sirtuins
Recently, new inhibitors for SIRT1, SIRT2 and SIRT3 have been designed and 
their ability as anticancer drugs tested in cell culture. An SIRT2 inhibitor, 
named AC-93253 (Figure 12.9), was identified by Zhang et al. in 2009 and 
exhibited selective inhibition of SIRT2 with an IC50 value of 6.0 µM, com-
pared with related sirtuins for SIRT1 and SIRT3 for which IC50 values of 
45.3 µM and 24.6 µM, respectively, were reported.147 AC-93253 arrested cell 
growth in four different cancer cell lines derived from the prostate (DU145), 
pancreas (MiaPaCa2), and lung (A549 and NCI-H460), but was dramatically 
less active against non-transformed cell lines. AC-93253 toxicity was medi-
ated by a significant induction of apoptotic cell death with few necrotic cells 
being observed.147 In addition, AC-93253 exerted a negative effect on the 
expression of a set of genes involved in the progression and chemoresistance 
in melanoma and HeLa cells. The compound decreased expression of ABC 
transporters that mediate doxorubicin resistance in melanomas, sensitizing 

Figure 12.9    AC-93253.
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the melanoma cell line to doxorubicin, and also impaired the migration of 
MDA-MB-435S melanoma cells.148

A novel benzimidazole derivative that showed SIRT1/SIRT2 inhibition 
activity with micromolar IC50 values has been described. This compound was 
able to inhibit MCF-7 breast cancer, as well as the triple-negative breast cancer  
cells (MDA-MB-468), although target therapies currently do not exist.149

SIRT3 was overexpressed in 3 cell lines of oral squamous cell carcino-
mas that have a poor 5 year survival rate.48 A novel SIRT3-specific inhibitor, 
named LC-0296 (Figure 12.10), showed 10-fold greater inhibition towards 
SIRT3 enzymatic activity in comparison with SIRT1 and SIRT2. LC-0296 
inhibited cell growth and proliferation and promoted apoptosis of HNSCC 
cells, in part by increasing ROS levels, and enhanced the sensitivity of these 
cells to both radiation and chemotherapeutic drugs without affecting normal 
human oral keratinocytes at any of the inhibitor doses.150

Finally, a number of compounds have been reported to inhibit SIRT1 
expression instead of affecting its enzymatic activity. Divalproex sodium, a 
drug used in the treatment of epilepsy, downregulated SIRT1 expression in 
K562 cells enhancing the antileukemic effects of imatinib.151 In addition,  
alisertib, an Aurora kinase A inhibitor, suppressed the expression of Sirt1 in 
human pancreatic cancer cells and exerted a potent cell growth inhibitory 
effect on two human pancreatic cancer cell lines.152

Figure 12.10    LC-0296.
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12.5   Concluding Remarks
The seven mammalian sirtuins have been shown to be implicated in pro-
cesses as diverse as gene expression, cell survival, angiogenesis, motility and 
the regulation of energy metabolism. The expression of different sirtuins is 
deregulated in many cancers and, depending of the cellular context, sirtu-
ins may present a dual face, acting as tumor suppressors, as reported for 
SIRT1, SIRT2, SIRT3 SIRT4, and SIRT6, whose expression was found to be 
reduced in several cancer cells when compared with normal tissues, but also 
as tumor promoters in human tumorigenesis, as reported for SIRT1, SIRT2, 
SIRT3 and SIRT6, which were significantly increased in many tumors. In this 
context, the majority of studies suggest that inhibition of sirtuins is a prom-
ising strategy in the fight against cancer. However, most sirtuin inhibitors 
target SIRT1 and SIRT2 with similar affinity and SIRT3 with less affinity. A 
current effort is focused towards the development of inhibitors showing high 
specificity against a particular sirtuin. However, SIRT1 and SIRT2 also share 
substrates, so the redundant inhibition of both of them could be better in 
cancer treatment than inhibiting only one sirtuin.

Some studies on the role of SIRT1 in cancer are suggesting the great impor-
tance of this sirtuin in chemoresistance and radioresistance, decreasing drug 
penetration and increasing cells’ ability to repair DNA damage or tolerate 
stress conditions. For that, the use of inhibitors targeting SIRT1 in combina-
tion with other cancer therapies to enhance sensitivity and to impair tumor 
cell escape mechanisms may be a future approach.
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13.1   Introduction
Today, anti-aging methods and ways to prolong life have become the focus of 
people’s attention. As such, researchers throughout the world are searching 
for ways to live a healthier and longer life. Many research studies have shown 
that controlling diet leads to a healthier life that ultimately results in longevity.  
Implementation of restricted diet, known as caloric/dietary restriction, 
allows people to live longer; in addition, the intake of natural plants has 
been shown to have beneficial effects on age-related diseases and longev-
ity.1,2 Such natural plant products used in a therapeutic approach are called 
nutraceuticals, and their active compounds are phytochemicals.

Phytochemicals are secondary metabolites synthesized by plants—includ-
ing fruits, vegetables, cereals, nuts, and cacao—to assist in their survival and 
protect from microbial infection and environmental pollutants. Phytochem-
icals include several groups of compounds and the phenolic compounds, 
called polyphenols, are the most well-known group.1 A lot of phytochemicals 
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have anti-oxidative and anti-inflammatory characteristics, which contribute 
to the improvement of health and prevention of age-related diseases, such as 
cancer, diabetes, cardiovascular disease, and neurodegenerative disorders.3 
The beneficial effects of phytochemicals on the prevention and treatment of 
age-related diseases are well-documented in the literature.4–7 In addition to 
these benefits, some phytochemicals have attracted attention from the gen-
eral public due to their potential in retarding the aging process and for their 
previous results associated with extending the lifespan of various organisms 
including yeast, worms, flies, fishes, and rodents.1,2 The most representative 
phytochemical associated with the extension of lifespan is resveratrol, a com-
pound rich in red wine with a lot of biological and physiological activities.8 In 
this chapter, we summarize and review the longevity benefits and the puta-
tive underlying mechanisms of these phytochemicals, with particular atten-
tion to resveratrol.

13.2   Resveratrol
Resveratrol (3,4′,5-trihydroxy stilbene) is the most extensively investigated 
phytochemical to retard aging, extend lifespan, and improve health. Resver-
atrol is a phytoalexin and polyphenolic compound found in various plants, 
including berries and peanuts, especially in the skin of red grapes, produced 
in response to stresses such as fungal infection and ultraviolet irradiation.8 
Although resveratrol has been shown to exist naturally in both isomeric 
trans and cis forms, trans-resveratrol has been the focus of past investiga-
tions, mostly for its beneficial effects. Resveratrol was first isolated from 
white hellebore (Veratrum grandiflorum) in 1940, and was identified to have 
cancer-chemopreventive activity in mice.9 Since then, resveratrol has been 
well established to have various biological effects, such as anti-oxidant and 
anti-inflammation effects.10,11 Moreover, it has been shown to be beneficial 
against various age-related diseases, such as cardiovascular disease, cancer, 
neural disease, and metabolic disease, including diabetes.2,12–16

13.2.1   Lifespan-Extending Effect of Resveratrol in 
Invertebrates: Yeasts, Worms and Flies

The longevity benefit of resveratrol has been highlighted since the study by 
Howitz and his colleagues in 2003. They screened for activators of sirtuin and 
showed the lifespan extension in Saccharomyces cerevisiae by resveratrol.18 In 
this initial screening, resveratrol was found to be the most potent Sirt1 acti-
vator mimicking the effects of calorie restriction; resveratrol administration 
increased the lifespan of yeasts by 70%.17 After this finding, several studies 
showed that resveratrol increased the lifespan of evolutionarily distant spe-
cies, including worms, flies, fishes, and rodents.17–21

Several studies tested the lifespan-extending effect of resveratrol in vari-
ous concentrations and in several mutant strains using worms. Wood et al. 
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reported that 100 µM resveratrol activated the deacetylase activity of sirtuin 
and increased the lifespan by up to 14% in the N2 wild type, but not in the 
sir2.1 mutant, indicating the sir2-dependency of resveratrol.18 Viswanathan 
et al. showed that 1 mM resveratrol extended worm lifespan in the wild type 
and daf16 mutants—daf16 is a homologue to mammalian Forkhead box O 
(FOXO) transcription factor—but not in mutants of sir2.1, indicating that 
the lifespan-extending effect of resveratrol is sir2-dependent, but FOXO- 
independent.22 Additionally, Gruber et al. demonstrated that 50 µM resver-
atrol extended the mean and maximum lifespan of Caenorhabditis elegans 
N2 strain by 64% and 30%, respectively, and increased the survival rate 
under oxidative stress condition by 24.6%.23 Greer et al. reported that 100 
µM resveratrol extended the lifespan of N2 and daf-16 worms by 14.2% and 
13.7%, respectively,24 but resveratrol did not extend the lifespan of AMPK/
aak2 mutant worms,24 indicating that resveratrol extends the lifespan of 
worms in an AMPK-dependent, but FOXO-independent manner. In addition,  
Morselli et al. also showed that 100 µg ml−1 resveratrol extended the lifespan 
of N2 worms by 10.9%, but not in bec-1 mutants, one of the essential genes 
for autophagy.25

The prolongevity effect of resveratrol was also tested in Drosophila melan-
ogaster. Wood et al. showed that 100 µM resveratrol increased lifespan by up 
to 29% in Canton S wild-type strain without reducing the fecundity and food 
uptake.18 Bauer et al. found that 200 µM resveratrol extended lifespan by 9% 
in short lived flies newly developed for rapid screening of lifespan.26 In addi-
tion to the healthy wild type flies, resveratrol also has a beneficial effect in 
diseased flies. Supplementation of 200 µM resveratrol was reported to extend 
the mean lifespan of flies with Parkinson’s disease.27

Although a lot of studies have demonstrated the prolongevity effect of res-
veratrol, several laboratories failed to reproduce such effects. In 2007, Bass 
et al. showed that resveratrol ranging from 1 to 1000 µM did not increase the 
lifespan of Canton-S and Dahomey strains of flies.28 Moreover, the adminis-
tration of 100 µM resveratrol slightly changed the lifespan of worms in only 
one trial out of four independent experiments using the N2 wild type strain.28 
Such conflicting results of resveratrol administration on lifespan may be due 
to the differences in macronutrient composition in the diets. In 2009, Zou 
et al. reported that the prolongevity effect of resveratrol was dependent on 
dietary composition in tephritid fruit flies (Anastrepha ludens).29 In brief, the 
prolongevity effect of resveratrol was tested in 24 diets in a combination of 
4 different sugar:yeast ratios (1 : 0, 24 : 1: 9 : 1, 3 : 1), three food dilution levels  
(1×, 0.5×, 0.25×), and with or without 100 µM resveratrol. The lifespan of male 
tephritid flies was unresponsive to the supplementation of resveratrol. Con-
versely, female tephritid flies extended their lifespan in a dietary composi-
tion-dependent manner. Resveratrol increased the mean lifespan of females 
from 71 to 82 days, when the flies were fed with the 0.25 × 9 : 1 diet. The 
nutrient composition-dependent effect of resveratrol was also tested in D. 
melanogaster.30 Supplementation of resveratrol at 200 µM but not 100 µM 
extended the mean lifespan of females fed with a low sugar/high protein diet 
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by approximately 15%. Supplementation of resveratrol at either concentra-
tion did not extend the lifespan of males fed with a high-fat diet. Similarly, 
supplementation of resveratrol at 400 µM increased the mean lifespan of 
females fed with a high-fat diet by about 10% without changes in daily food 
intake.30 These reports suggest that the composition of dietary nutrients 
should be considered when testing the longevity effects of nutraceuticals like 
resveratrol.

In addition to C. elegans and D. melanogaster, the effect of resveratrol on 
longevity was tested in other lower organisms. Supplementation of 30 and 
130 µM resveratrol extended the median and maximum lifespan of honey 
bees (Apis melllifera) by 38% and 33%, respectively, under normal oxygen 
condition, but not in hyperoxic conditions.31 However, resveratrol failed to 
extend the lifespan in mosquitoes (Anopheles stephensi) and the crustacean 
Daphnia.32,33

13.2.2   Lifespan-Extending Effects of Resveratrol in 
Vertebrate: Fishes and Rodents

The longevity benefits of resveratrol were also investigated in higher model 
organisms. Three independent studies documented the effects of lifespan 
extension by resveratrol in the annual fish Nothobranchius. In 2006, Valenzano 
et al. reported that the lifespan of the Gonarezhous strain of Nothobranchius 
furzeri was increased by food supplementation of 24–600 µg g−1 resveratrol 
in a dose-dependent manner without any loss of fertility.20 The maximum 
lifespan of this seasonal fish was extended by 59% with 600 µg g−1 resvera-
trol supplementation. In 2012, another Nothobranchius strain was also tested 
for the effects of resveratrol.34 Supplementation of 200 µg g−1 resveratrol in 
food extended the maximum lifespan by 28%, from 64 to 82 weeks in Notho-
branchius guentheri.34 Similarly, in 2013, Genade et al. reported that 12 µg per 
fish per day of resveratrol extended the median and maximum lifespan of 
Nothobranchius guentheri by 42.9% and 17%, respectively.35

Resveratrol also has been shown to have a prolongevity effect in mammals. 
In 2006, Baur et al. fed 1 year-old male C57BL/6NIA mice with a high-calorie 
diet containing 22.4 mg kg−1 day−1 of resveratrol for 110 weeks.19 Supplemen-
tation of resveratrol changed the physiology of mice fed with the high-fat diet 
towards those with a standard diet, reducing the risk of death in mice fed with 
the high-fat diet by 31%.19 Unlike the prolongevity effect of resveratrol on lifes-
pan in those with a high-fat diet, resveratrol failed to extend the lifespan of 
healthy mice supplemented with a standard diet. In 2008, Pearson et al. supple-
mented 1 year-old C57BL/6NIA mice with 100 or 400 mg kg−1 resveratrol.36 In 
this study, they showed that resveratrol had no effect on the lifespan of mice.36 
In 2010 and 2013, the National Institute on Aging’s Intervention Testing Pro-
gram also reported that supplementation of 300 or 1200 mg kg−1 resveratrol 
to 1 year-old or 4 month-old genetically heterogeneous mice did not extend 
their lifespan, both in males and females.37,38 Similarly, supplementation of 4 
mg kg−1 resveratrol did not extend the lifespan of 12 month-old Wistar rats.39
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Resveratrol treatment has been documented to attenuate symptoms and 
prolong the lifespan of mice with age-related diseases. In 2011, supplemen-
tation of 25 mg kg−1 resveratrol to KtrA2 knock-out mice exhibiting Parkin-
sonian phenotype increased the lifespan by 30%, delaying the deterioration 
of motor activity.40 Furthermore, supplementation of 1 g kg−1 resveratrol to 
age-accelerated mice (SAMP8)—a model with Alzheimer’s disease—reduced 
cognitive impairment, amyloid accumulation in the brain, and levels of phos-
phorylated tau, a marker of Alzheimer’s disease severity.41 In addition, res-
veratrol treatment increased the levels of Sirt1 and pAMPK, and extended the 
lifespan of SAMP8 mice by 33%.41 In an experiment using an amyotrophic lat-
eral sclerosis model of SOD1G93A transgenic mice, 25 mg kg−1 day−1 of resvera-
trol reduced the disease onset, increased lifespan, and attenuated the loss of 
motor neuron and atrophy of mitochondria.42 Similarly, it was independently 
reported that resveratrol supplementation at 160 mg kg−1 day−1 extended the 
lifespan by 10% and improved the motor function in SOD1G93A mice.43 Res-
veratrol was also effective in rodents with hypertension. Supplementation of 
resveratrol at 18 mg kg−1 day−1 to Dahl salt-sensitive rats extended the lifes-
pan by 64%, and improved mitochondrial respiration and biogenesis.44 How-
ever, supplementation of 50 mg kg−1 day−1 resveratrol decreased the survival 
of immunodeficient mice with prostate cancer xenografts.45 These conflict-
ing effects of resveratrol on lifespan between the healthy and diseased ani-
mals can be explained by the requirement of metabolic stresses to achieve 
lifespan-extending properties of resveratrol.

13.2.3   Clinical Trials of Resveratrol in Human Subjects
Although there have been no trials investigating the longevity effect of res-
veratrol in primates, including human subjects, an inference can be made 
from previously published reports with respect to the beneficial effects of 
resveratrol on human health. Recently, two studies reported by the National 
Institute on Aging showed that the supplementation of resveratrol improved 
insulin sensitivity in adipose and ameliorated arterial wall inflammation in 
rhesus monkeys fed with a high-fat/high-sucrose diet.46,47 Several clinical tri-
als of resveratrol have been attempted, especially in patients with metabolic 
disease, cardiovascular disease, and cancer, but the results have been con-
troversial thus far. Daily supplementation of 500–600 mg resveratrol for 12 
weeks to patients with non-alcoholic fatty liver reduced alanine aminotrans-
ferase, hepatic steatosis, tumor necrosis factor-α, and low-density lipopro-
tein cholesterol, but did not affect insulin sensitivity, lipid profile, and blood 
pressure.48,49 Higher doses of resveratrol were also attempted to treat patients 
with non-alcoholic fatty liver. The supplementation of 1.5 g of resveratrol 
for 6 months or 3 g of resveratrol for 8 weeks was reported to decrease liver 
lipid contents, but did not change the histological features of the liver and 
insulin sensitivity.50,51 In addition, daily supplementation of 3 g of resveratrol 
for 12 weeks significantly increased the expression of SIRT1 and the phos-
phorylation of AMPK in type 2 diabetes.52 Inconsistently with the data from 
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rodents, daily supplementation of 1–2 g resveratrol for 2 weeks or 500 mg for 
4 weeks to obese men did not affect the blood pressure, resting energy expen-
diture, visceral fat contents, and inflammatory biomarkers.53,54 In addition, 
non-obese and postmenopausal women with normal glucose tolerance did 
not respond to daily administration of 75 mg of resveratrol for 12 weeks.55 
A 1 year supplementation of resveratrol-containing (8 mg) grape-extract in 
coronary artery disease patients increased the level of anti-inflammatory 
adiponectin and decreased the levels of high-sensitivity C-reactive protein, 
tumor necrosis factor α, and thrombogenic plasminogen activator inhibi-
tor type 1.56,57 Moreover, daily supplementation of 10 mg of resveratrol cap-
sule for 3 months to patients with coronary artery disease after myocardial 
infarction showed an improvement in the ventricle function and lowered 
the LDL-cholesterol level.58 The effect of resveratrol on the host metabo-
lism and clinical trials related to metabolic diseases were well reviewed by  
Timmers et al.59

According to the data from these reports, the optimal concentration and 
duration of resveratrol treatment seem to be distinct for the specific disease. 
Thus, large-scale and long-term studies are required to further evaluate the 
clinical values of resveratrol.

13.2.4   Putative Target Molecules for Lifespan-Extending 
Effect of Resveratrol

The first identified molecular target of resveratrol was sirtuin, an NAD+ 
dependent deacetylase. However, sirtuins are not the only target of resvera-
trol, and resveratrol is reported to have numerous molecular targets, includ-
ing AMP-activated protein kinase (AMPK), cyclooxygenases, lipoxygenases, 
adenylyl cyclase, DNA polymerase, ribonucleotide reductase, quinone reduc-
tase 2, aryl hydrocarbon receptors, cytochrome P450 enzymes, F1-ATPase, 
and phosphodiesterases.8,12,60–65 In addition, the metabolic effects of res-
veratrol were recently reported to be mediated by inhibiting cAMP phos-
phodiesterases (PDEs), particularly PDE4.64 The underlying mechanism of 
lifespan-extending effects by phytochemicals is well reviewed by Leonov  
et al.1 In this section, we focus on the putative mechanisms of lifespan- 
extending effects by resveratrol.

13.2.4.1  Caloric Restriction Mimetics
Caloric restriction is defined as the reduction of calorie uptake without mal-
nutrition, and is well established to extend the lifespan of almost all species, 
including non-human primates. Several studies have shown that resveratrol 
did not further increase the lifespan under caloric restriction conditions, 
indicating that caloric restriction and resveratrol share similar anti-aging 
mechanisms. In 2003, Howitz et al. showed that resveratrol did not further 
extend the lifespan of S. cerevisiae under glucose-restricted conditions.17 
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Similarly, Wood et al. showed that resveratrol did not further extend the lifes-
pan of flies under a restricted diet.18 In this regard, resveratrol was consid-
ered as a calorie restriction mimetic—a compound producing the beneficial 
effects of caloric restriction without the actual restriction of energy intake. 
The concept of resveratrol having caloric restriction mimetic properties was 
supported by the fact that resveratrol shifts the physiology of mice fed with 
excess calories towards that of mice fed with a standard diet.19 Supplemen-
tation of resveratrol make the mice fed with high calories healthier as indi-
cated by survival, motor function, insulin sensitivity, organ pathology, and 
mitochondrial number.19

To find the link between resveratrol and caloric restriction, several stud-
ies compared the transcriptional profile of resveratrol treatment and caloric 
restriction implementation in rodents, and found that the transcriptional 
response to resveratrol resembles that by caloric restriction.36,66,67 The gene 
expression alterations by low-dose resveratrol (4.9 mg kg−1) or caloric restric-
tion occurred in the same direction in the heart, skeletal muscle, and brain.66 
A strong repression of age-related transcriptional alterations by resveratrol 
and caloric restriction was shown in the heart.66 Additionally, it was reported 
that the transcriptional effects of calorie restriction exhibited a variable 
degree of overlap with resveratrol in the liver of mice.67 However, the tran-
scriptional changes of resveratrol and caloric restriction were reported to be 
largely independent of the increase in SIRT1 activity.66

Although many studies indicate the possible role of resveratrol as a caloric 
restriction mimetic, not all studies support this notion. In a report published 
by Zou et al., resveratrol supplementation still extended the lifespan of the 
tephritid fruit fly under caloric restriction.29 Furthermore, caloric restric-
tion reduced the circulating IGF-1 level but not resveratrol,66 and resveratrol 
failed to slow down the heart rate, to decrease the core body temperature, 
and to extend the lifespan in non-obese animals unrelated to caloric 
restriction.36,68,69

13.2.4.2  NAD+-Dependent Deacetylase Sirtuin
The NAD+-dependent deacetylase sirtuins, including silent information reg-
ulator 1 (SIRT1), play a role in DNA damage response, metabolism, longevity, 
and carcinogenesis. SIRT1 regulates cellular processes such as proliferation, 
differentiation, and apoptosis through deacetylation of important regulatory 
proteins such as p53, transcription factor forkhead box O (FOXO), nuclear 
factor κB (NF-κB) subunit p65, and peroxisome proliferator-activated recep-
torγcoactivator-1α (PGC-1α). In addition, histones H1, H3, and H4 are also 
reported as substrates of SIRT1.70 Much experimental evidence indicates that 
sirtuin is the major mediator of the health-improving and lifespan-extending 
effects of caloric restriction. Resveratrol was initially selected in the process 
of sirtuin activator screening in yeast, and it was revealed that resveratrol sig-
nificantly increased SIRT1 activity through an allosteric interaction, resulting 
in an increase of SIRT1 affinity for both NAD+ and acetylated substrate.17,70 



335Lifespan-Extending Effect of Resveratrol and Other Phytochemicals

Moreover, several studies have shown that the lifespan-extending effect of 
resveratrol is mediated by sirtuin. Both in worms and flies, resveratrol failed 
to extend the lifespan due to the lack of a functional Sir2—a major member 
of sirtuin associated with longevity and anti-aging effects.17,18,22

Although it has been attested that sirtuin activation is involved in the lon-
gevity benefit of resveratrol in vivo, whether resveratrol directly binds to and 
activates sirtuin is controversial since the allosteric interaction of resveratrol 
with SIRT1 has been challenged. In the first report that showed the longevity 
effect of resveratrol in yeast, authors used a fluorescence-conjugated peptide 
substrate, Fluor-de-Lys, to show the binding and activation of sirtuin by res-
veratrol.17 However, such an outcome was not reproducible in subsequent 
studies that used other peptides. Resveratrol failed to activate SIRT1 when in 
vitro full-length endogenous substrates or short, fluorescence-unconjugated 
peptide substrates were used.63,71,72 Therefore, a possibility of other poten-
tial pathways has been suggested, such as the activation of AMPK or other 
unknown pathways.8,73 Conversely, several studies confirmed the initial find-
ing. In 2013, Hubbard et al. identified the allosteric binding site of SIRT1 
with resveratrol.74 They showed that when glutamate at position 230 was sub-
stituted for lysine or alanine, the activation of SIRT1 by resveratrol was atten-
uated regardless of the substrates used.74 In addition, the substrate sequence 
was reported to affect the activation of SIRT1 by resveratrol.75 In summary, 
although whether resveratrol directly binds to and activates SIRT1 remains 
to be clarified, the requirement of sirtuin activation for the lifespan-extend-
ing effects of resveratrol seems to be obvious.

13.2.4.3  Autophagy
Autophagy is an evolutionarily conserved lysosomal degradation process 
for old, supernumerary, and damaged cytoplasmic components, including 
proteins, lipids, organelles, and membranes, contributing eukaryotic cellu-
lar homeostasis. Moreover, several pieces of evidence show that autophagy 
is involved in organismal survival. The induction of autophagy has been 
reported to improve lifespan and reduce age-associated mortality,75–77 and 
the lifespan-extending effect of rapamycin and spermidine has been shown to 
be mediated by autophagy in C. elegans and D. melanogaster.76,78 In addition, 
the autophagy processes within the central nervous system have been shown 
to be particularly important for determining longevity, since brain-specific 
overexpression of Atg8 extends the longevity of Drosophila by 50%.79,80

Recently, autophagy and its related signaling pathways, including the 
mTOR pathway, were reported to contribute to the beneficial effects of res-
veratrol.81 Induction of autophagy by resveratrol has been well established 
thus far, although controversial evidence showed that autophagy induced 
by nutrient starvation or rapamycin treatment was suppressed by resver-
atrol.82 100 µM resveratrol induced autophagy indicated by the accumula-
tion of LC3B-II and LC3 puncta through the inhibition of mTOR signaling 
in GFP-LC3-expressing HeLa Cells.83 In addition, resveratrol can induce 
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autophagy in yeast, human cancer cells, and even in mice.84–86 Furthermore, 
resveratrol prolonged the lifespan of autophagy-proficient nematodes, 
whereas this longevity benefit was abolished by the knockdown of essen-
tial autophagy modulator beclin-1.25 The autophagy induced by resveratrol 
seems to be mediated by sirtuin. The knockdown, knockout, or pharmaco-
logical inhibition of SIRT1 prevented the induction of autophagy by resvera-
trol.25,77 In addition, the lifespan-extension effect by sir2.1 overexpression in 
nematodes was diminished when the beclin-1 was depleted by RNAi, indicat-
ing that the longevity benefits by resveratrol is dependent on autophagy.25,87

13.2.4.4  Other Molecular Targets
Several evidences indicate that AMPK is a key mediator of metabolic effect 
by resveratrol. AMPK is an enzyme involved in cellular energy homeosta-
sis, which can be activated by physical exercise, ischemia, glucose depri-
vation, and caloric restriction.88–90 Resveratrol 10–50 µM is reported to 
increase AMPK phosphorylation in HepG2 cells,91 and 100–300 µM resver-
atrol is known to decrease the intracellular ATP levels through the activa-
tion of AMPK.92 Although SIRT1 can activate AMPK through deacetylation of 
upstream kinase LKB1,65 resveratrol is known to activate AMPK independent 
of SIRT1.93 In addition, AMPK is known to increase the NAD+ level, which 
promotes the deacetylation of SIRT1 substrates.94–97 These results—together 
with the conflicting results regarding resveratrol binding with SIRT1—
suggest that AMPK is proposed to be an alternative target of resveratrol.  
However, to date, there is a lack of experimental evidence about the require-
ment for AMPK in the longevity effect by resveratrol.

Similar to caloric restriction, resveratrol increased the mitochondrial con-
tent in several tissues, including the liver and skeletal muscle, and increased 
PGC-1α expression, which is a transcriptional cofactor in the regulation of 
mitochondrial biogenesis, respiration, and glucose homeostasis.98–100 Fur-
thermore, SIRT1 has been recently shown to function together with PGC-1α 
in glucose hormeostasis.101 Moreover, an induction of PGC-1α in the intes-
tine was reported to increase the lifespan of Drosophila.102 Given the above 
mentioned results, PGC-1α may be the target of lifespan-extending effect of 
resveratrol, but direct evidence is currently lacking.

13.2.5   Uncertainty of Resveratrol as a Clinical Drug
Despite the obvious benefits of resveratrol on health and lack of apparent 
toxicity at high doses, use of resveratrol as a clinical drug remains ques-
tioned. The concentration of resveratrol is around 50–100 µg g−1 in fresh 
grapes, and 1.5–3 mg l−1 in red wine.61 However, the bioavailability of resver-
atrol is too low since resveratrol in plasma is quickly taken up by enterocytes 
of the intestine, and metabolized into glucuronide/sulfate conjugates or 
dihydroresveratrol. This rapid clearance from plasma leads to poor bioavail-
ability of resveratrol.103–106 Several in vitro studies showed that 10–200 µM  
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resveratrol is necessary in plasma for therapeutic activity, but in vivo stud-
ies indicated that a high concentration of resveratrol in plasma may not be 
achieved. In models involving rabbit, rat, and mice, the highest concentra-
tion of resveratrol—reached in the first 5 min after oral administration of 20 
mg kg−1 resveratrol—was less than 3 µM in the plasma.107 In addition, the 
level of resveratrol dropped to half after only 14.4 min of intravenous admin-
istration of 20 mg kg−1 resveratrol in rabbits.107 Furthermore, the concentra-
tion of resveratrol in the plasma of rats generated a peak value not greater 
than 6.6 µM in 5–10 min after oral administration of 50 mg kg−1 resveratrol, 
and it dropped to 50 nM in 2 h.108,109 Similarly, neither resveratrol nor resver-
atrol conjugates were detected in the plasma after 24 h fasting in rats fed for 
8 weeks with a diet containing 50 mg kg−1 resveratrol.110 Although the conju-
gates of resveratrol seem to reach much higher plasma levels than resvera-
trol,111 the peak plasma levels of resveratrol were 2 µM after an oral ingestion 
of 25 mg resveratrol with a half-life of 9.2 ± 0.6 h.104,112 Human plasma con-
centrations as high as 0.5 µM for resveratrol and 2 to 10 µM for its 4′-O-sulfate 
conjugate have been reported after oral administration of pure resveratrol.111 
Resveratrol absorbed and modified in the intestine is secreted back into 
the intestine, where it may be de-conjugated, reabsorbed, or excreted in the 
feces.104 Interestingly, a recent report demonstrated that resveratrol sulfate 
conjugates can be taken up by several tissues, and that subsequent process-
ing can regenerate free unmodified resveratrol inside the cells.113 In addi-
tion, human gut microbiota may also limit the bioavailability of resveratrol 
through conversion into metabolites, such as 3,4′-dihydroxy-trans-stilbene 
and 3,4′-dihydroxybibenzyl.114 To improve the low bioavailability of resver-
atrol, several theoretical solutions have been tried, such as a combination 
with additional phytochemicals and nano materials. In the report using rats, 
piperine—a polyphenol found in black pepper—is reported to increase the 
maximal plasma concentration of resveratrol.115 Moreover, the load of resver-
atrol on lipid-core nanocapsules was reported to improve the bioavailability 
of resveratrol in rats and mice.116–118 The issue of low bioavailability of resver-
atrol and its solutions are well reviewed by Smoliga et al.119

Despite the uncertainty of resveratrol as a clinical drug, the investigation 
of resveratrol is sufficiently valuable. As resveratrol has low bioavailability 
and interacts with multiple molecular targets, the development of new mol-
ecules with better bioavailability and higher affinity with sirtuin is a promis-
ing direction for the field of medicinal chemistry.

13.3   Other Phytochemicals with Lifespan-Extending 
Effects

13.3.1   Curcumin
Curcumin [1,7-bis-(4-hydroxy-3-methoxyphenyl)-1,6-heptadiene-3,5-dione]  
is a non-flavonoid polyphenolic yellow pigment, extracted from the rhizome  
of the plant Curcuma longa (turmeric). It has been widely used as a spice, 
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food additive, dye, and herbal medicine in Asia, and its biological activ-
ity—anti-oxidative, anti-inflammatory, anti-cancer, anti-neurodegenera-
tive, anti-diabetic, anti-allergic activity, and prolongevity effects—has been 
actively investigated.

The first report to show the lifespan-extending effect of curcumin was 
performed by Suckow and Suckow using D. melanogaster in 2006.120 They 
showed that supplementation of 1.0 mg g−1 curcumin in media extended 
the lifespan of wild type male flies by 20%. However, the population 
size used in the study was rather small, and the secondary confounding  
factors, such as changes in food consumption and fecundity, were not exam-
ined. Additionally, several studies investigated the prolongevity effect of 
curcumin in various animal models. In D. melanogaster, 250 µM curcumin 
extended the lifespan and retarded the age-related decline of movement 
in Canton-S and Ives wild type flies,121 and 1.0 mg g−1 curcumin in media 
extended the lifespan and increased superoxide dismutase activity in the 
Oregon-R wild type strain.122 Furthermore, 100 µM curcumin extended the 
survival of Drosophila with Parkinson’s disease.123 Supplementation of cur-
cumin at 20 or 100 µM extended the lifespan of C. elegans by 45%.124,125 In 
addition to the feeding of curcumin during the adult stage, supplementa-
tion of curcumin during the developmental stage was also examined. 10 
µM curcumin at the larvae stage increased the lifespan of adult flies,126 
and pretreatment with 100 µM curcumin recovered the shortened lifespan 
of flies irradiated with 10 Gy (0.8 Gy min−1) radiation.127 Furthermore, Ra 
strain flies supplemented with 10 mM curcumin during the larval stage 
were reported to have a long adult lifespan.128 The authors also provided 
evidence of stage-specific lifespan-extension effect from curcumin sup-
plementation. Curcumin supplementation during early-adulthood (days 
5–27) extended the median lifespan by 49%, while curcumin supplemen-
tation throughout the adult life or late-adult stage (days 38–89) decreased 
the median lifespan by 30% or 4%, respectively.128 These results suggest 
that the longevity benefit of curcumin is strain- and stage-specific. In addi-
tion to curcumin, the lifespan-extension effects of tetrahydrocurcumin, a 
metabolite of curcumin, were also investigated. Supplementation of 0.2% 
tetrahydrocurcumin with mouse pellets that began at the age of 13 months 
extended the lifespan of male C57BL/6JHsd mice with a reduction of body 
weight.129 In addition, 50 µM tetrahydrocurcumin extended the lifespan of 
Oregon-R or yw flies by 20%.130

Several studies have suggested the molecular target of the longevity effect 
by curcumin. Soh et al. showed that supplementation of curcumin during 
the larval stage did not further extend the lifespan of flies under adult 
dietary restriction.128 This suggests curcumin as a putative caloric restriction 
mimetic. In addition, Xiang et al. showed that tetrahydrocurcumin extended 
the lifespan for wild type flies, but not for foxo and sir2 mutants.130 These 
reports suggest that curcumin extends the lifespan via a similar pathway 
with dietary restriction.
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Despite the beneficial effect of curcumin on longevity and health, cur-
cumin also has an issue of low bioavailability. The problems and promises 
of the bioavailability of curcumin are well described in a review by Anand et 
al.131 The low bioavailability of curcumin is contributed by curcumin’s poor 
absorption from the intestine, rapid metabolism, and rapid systemic elimi-
nation. For example, a 650 mg capsule of curcuminoids was not detected in 
the serum for 6 h in healthy volunteers, and oral administration of 12 g of 
curcumin yielded only nanogram concentrations in serum in other human 
trials.131–133 To solve this problem, numerous methods have been tried. For 
example, curcumin analogues and highly stabilized curcumin nanoparticles 
have been developed, and their effects have been investigated.134,135 Despite 
its low bioavailability, curcumin is safe in animals and humans, even at high 
doses.136–138

13.3.2   Quercetin
Quercetin (3,3′,4′,5,7-pentahydroxyflavon) is a flavonoid found in herbal 
edibles like onions, apples, and broccolis, as well as in red wine, tea, and 
extracts of Ginkgo biloba. Quercetin has been well established to possess 
neuroprotective, cardioprotective, and chemopreventive properties.

The major longevity effect of quercetin was determined using C. elegans. 
In 2007, Kampkotter et al. reported, for the first time, the longevity effect 
of quercetin.139 They showed that 100 µM quercetin extended the median 
lifespan of N2 wild-type C. elegans by 19%. Subsequently, several reports 
followed, showing that 100–200 µM quercetin extended the lifespan of C. 
elegans.140–142 Moreover, quercetin 3-O-β-d-glucophyranoside—a quercetin 
derivate from onions—was reported to have stronger activity on the extension 
of the lifespan of worms.143 Metabolites of quercetin—quercetin-3′-O-methy-
lether or quercetin-4′-O-methylether—were also investigated using C. elegans 
for potential longevity effects.144 In addition, quercetin-3-O-glucoside was 
absorbed by worms to a greater degree than quercetin.142 Furthermore, 100 
mg kg−1 quercetin administration decreased the number of tumor cells but 
did not affect the survival of Swiss albino mice bearing Ehrlich ascites tumor 
cells.145 Using an intricate meta-analysis technique, quercetin was reported 
to have a lifespan-extending effect through the following pathways: TGF-β 
signaling, insulin-like signaling, and the p38 MAPK pathways.146 In addition, 
quercetin was reported to extend the lifespan independent of daf16, sir2.1, 
and caloric restriction, but dependent on daf2, sek1, and unc43.140,141

13.3.3   Catechin
Catechin is a flavonol-type flavonoid (flavan-3-ol) possessing antioxidant, 
cardioprotective, anti-atherogenic, and anti-carcinogenic effects. Catechin 
and its derivatives, such as epicatechins (EC), epicatechins-3-gallate (ECG), 
epigallocatechin (EGC), epigallocatechin-3-gallate (EGCG), and gallocatecin 
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(GC), were known to increase the expression and activity of antioxidant 
enzymes.147,148 Commonly, catechin is found in foods and edible plants, such 
as green tea, cacao, and red wine. Interestingly, the levels of catechins and 
epicatechins are 15 times higher than that of resveratrol in red wine; green 
and black teas are known to be rich in catechin.

The supplementation of green or black tea extract was reported to extend 
the lifespan of flies.149,150 Similarly, Kitani et al. reported that green tea water 
extract, at a concentration of 80 mg l−1, extended the lifespan of C57L/6JNIA 
male mice by 6.4% without any changes to body weight.151 Li et al. showed 
that 10 mg ml−1 catechins extracted from green tea extended the lifespan of 
Oregon-R wild type D. melanogaster by 15.7% and increased resistance to oxi-
dative stress.152 They also showed that green tea catechin increased the activ-
ity of SOD1, SOD2, and catalase in D. melanogaster, and did not extend the 
lifespan of SOD mutant flies, indicating that the longevity effect of catechin 
is mediated by the activation of antioxidant enzymes.152 The longevity ben-
efit of catechin was also investigated in C. elegans. Supplementation of 200 
µM catechin increased the survival of N2 wild type worms, independent of 
internal bacterial growth, but dependent on akt2, daf2, and mev1.153 In addi-
tion, EGCG—a main active ingredient of green tea—extended the lifespan 
of worker honeybees (Apismellifera scutellata)154 and healthy Wistar rats.155 
Catechin also showed a longevity benefit in animals with a high-fat diet. Sup-
plementation of 10 mg ml−1 green tea catechin extended the mean lifespan 
of flies fed with 10% lard fatty acid.156 Moreover, supplementation of 0.25% 
epicatechins in drinking water for 15 weeks to obese diabetic mice (db/db) 
significantly reduced the mortality rate from 50% to 8.3%.157 However, not 
all studies were able to show a lifespan-extending effect from catechin. In 
particular, Zhang et al. showed that EGCG improved the survival time under 
stressed conditions, and they were unable to show any influence of lifes-
pan-extending effect on C. elegans under normal conditions.147

13.3.4   Others
Other phytochemicals have been actively investigated for their anti-aging 
properties, including vitamins, lipoic acid, carotenoids, anthocyanins, sapo-
nin, and morphine.

Alpha-tocopherol, also known as vitamin E, is a well-known potent antiox-
idant. The lifespan-extending effect of α-tocopherol has been demonstrated 
in rotifer, S. cerevisiae, worms, flies, and rodents. The optimal concentra-
tion for the longevity effect of α-tocopherol is different in each species. For 
example, in single-cell organisms, such as rotifer and yeast, the longevity 
effect of α-tocopherol was shown in the concentration range of 0.05–10 000 
µg ml−1, and 80–200 µg ml−1 in C. elegans, 5–10 µg ml−1 in D. melanogaster, 
and 250–5000 µg g−1 in rodents.158 However, not all reports confirmed the 
longevity benefits of α-tocopherol. In 2003, supplementation of 20 µg ml−1 
α-tocopherol was reported to extend the lifespan of Canton-S wild type D. 
melanogaster by 16%.159 However, Zou et al. failed to show the longevity 
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benefit of α-tocopherol in both C. elegans and D. melanogaster.160 Bahadorani 
et al. also showed that supplementation of 0.005–25 I.U ml−1 α-tocopherol 
did not extend the lifespan of rosy+5 wild type flies in normoxic conditions.161 
In rodents, several studies have shown that supplementation of α-tocoph-
erol with a concentration range of 20–4000 µg g−1 did not extend the mean 
and maximum lifespan of rats.162–166 Moreover, supplementation of vitamin 
E on short-tailed field voles (Microtous agrestis) was reported to significantly 
shorten the lifespan.167 However, 250–500 mg g−1 α-tocopherol was recently 
reported to extend the lifespan of C57BL/6, CD1/UCadiz, and MRL/lymprolif-
erative mice.168–170 The reports regarding the longevity effect of α-tocopherol 
in various model organisms are well summarized in a review by Ernst et al.158

Carotenoids—lipid-soluble pigments synthesized by plants, bacteria, 
and algae—are also well established to be potent antioxidants and immu-
nostimulants.171 Carotenoids, including β-carotene, lutein, zeaxanthin, 
and fucoxanthin, contain pigments responsible for yellow, red, and orange 
colors in food. Although the beneficial effects of carotenoids, like antioxi-
dant, anti-mutagenic, anti-inflammatory, and anti-tumor properties, have 
been well investigated, studies on the longevity effect of carotenoids have 
only recently begun. Beta-carotene, an oxygen-lacking form of carotenoid, 
extended the lifespan of Canton-S wild type D. melanogaster at 0.3–1 µM,172 
and extended the lifespan and ameliorated the damage by γ-ray irradiation in 
Wistar rats.173 In addition, supplementation of lutein, an oxycarotenoid was 
reported to extend the mean lifespan of Oregon-R wild type D. melanogaster 
at a concentration of 0.1 mg ml−1 by 11.35%.174 Furthermore, fucoxanthin—a 
marine carotenoid—showed a beneficial effect on cancer, improvement of 
the plasma lipid profile,175,176 and a lifespan-extending effect on flies.172 Sup-
plementation of 1 µM fucoxanthin increased the median lifespan of Can-
ton-S wild type D. melanogaster by 33%.

Lipoic acid is a potent antioxidant found in spinach, broccoli, tomatoes, 
and rice. Lipoic acid is known to have beneficial effects for several diseases, 
including diabetes, cardiovascular disease, cognitive decline, and dementia. 
Supplementation of 24 µM α-lipoic acid was reported to extend the mean 
and maximum lifespan of C. elegans by 24% and 14%, respectively.177 How-
ever, supplementation of 600 mg kg−1 α-lipoic acid had no effect on the lifes-
pan of C57BL/6C3F1 mice,178 and administration of 100 mg kg−1 α-lipoic acid 
decreased the median lifespan of SAMP8 mice.179

Morphine—an analgesic extracted from the opium poppy (Papaver som-
niferum)—is also reported to possess longevity benefits in mice and flies. Sup-
plementation of 10 mg kg−1 morphine hydrochloride once a week extended 
the residual lifespan of 28 month-old CBA mice, and 0.25 mg ml−1 mor-
phine hydrochloride extended the residual lifespan of Oregon-R wild type 
flies when supplied once a week since 5 days or 54 days.180 Nolinospiroside 
F—a steroidal saponin extracted from Ophiopogon japonicas—was reported 
to increase the replicative lifespan of K6001 S. cerevisiae at concentrations 
of 1, 3, and 10 µM.181 Caffeic acid (300 µM) and rosmarinic acid (200 µM) 
extended the lifespan of N2 C. elegans fed with heat-killed E. coli.182 There is 
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an infinite variety of plants in the world, and the possibility to discover better 
phytochemicals, superior to resveratrol, is also inexhaustible.

13.4   Conclusion
In this chapter, the lifespan-extending effects of resveratrol and other phy-
tochemicals, such as curcumin, quercetin, and catechins, were reviewed. 
Phytochemicals are better therapeutic candidates than synthetic drugs with 
low toxicity and safety issues as they have been extensively used for centu-
ries. Moreover, there is obvious evidence of longevity benefits from phyto-
chemicals. However, the issues of low bioavailability and uncertainty in the 
molecular targets of phytochemicals need be addressed. More methodical 
and profound approaches to explore the mechanisms underlying the lifes-
pan-extending effects of these phytochemicals and probe for solutions to 
address the aforementioned issue of low bioavailability are required for clin-
ical application.
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14.1   The Discovery of Rapamycin and mTOR
Rapamycin is a polyketide produced by Streptomyces hygroscopicus and was 
originally identified as the active antifungal agent in a soil sample from Easter 
Island.1 The ability of rapamycin to also inhibit the proliferation of mamma-
lian cells led to its development in the 1990s as an immunosuppressant, and 
more recently to the FDA approval of rapamycin (sirolimus) and the rapamy-
cin derivatives everolimus, temsirolimus, and zotarolimus for the treatment 
of specific cancers and in drug-eluting stents. The robust biological effects 
of rapamycin have spurred interest in understanding the molecular basis 
underlying its incredible potency. Rapid progress in the area was made in 
the 1990s following the identification of the immunophilin FK506-binding 
protein 12 (FKBP12) as a protein with extremely high, sub-nanomolar affinity 
for rapamycin.2 Genetic screens in yeast concluded that the FKBP-rapamycin 
complex was the active agent as yeast mutants lacking the gene encoding 
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FKBP were fully resistant to rapamycin, and also identified two yeast TOR 
(Target of Rapamycin) genes.3 Subsequent work in the early 1990s identified 
the mammalian homologue of these genes, now known as the mechanistic 
Target of Rapamycin (mTOR), a large 289 kD protein with approximately 40% 
homology to the two yeast TOR proteins.4–6

mTOR is a serine/threonine phosphatidylinositol 3-kinase (PI3K)-like 
kinase (PIKK).7 Since the initial discovery of mTOR, it has become clear 
that mTOR participates in two distinct protein complexes, mTOR complex 
1 (mTORC1) and mTORC2. mTORC1, which is acutely sensitive to rapamy-
cin, is defined by the association of mTOR with the adaptor protein Raptor,8 
while mTORC2, which is relatively insensitive to rapamycin, is defined by the 
association of mTOR with the adaptor protein Rictor.9 Several other proteins 
that associate with both mTORC1 and mTORC2 have been identified, includ-
ing mLST8/GβL, which is required for complex assembly and stability of both 
mTORC1 and mTORC2; Tti1 and Tel2, which are likewise important for the 
assembly of both complexes; and the regulatory protein DEPTOR, which is 
found exclusively in vertebrates.10–12 Additional complex-specific subunits 
include PRAS40, which interacts specifically with mTORC1, and mSin1 and 
Protor, which are specific to mTORC2.13–15 mTORC1 is an obligate dimer,16 
with Raptor and mLST8 limiting access to the active site.17 The structure of 
mTORC2 has not yet been determined, but as mTORC2 does not interact 
with FKBP12–rapamycin in vitro, it is believed that the rapamycin-interacting 
FRB domain of mTOR is not accessible.9 This hypothesis is supported by a 
recent structure of the yeast mTORC2 homologue TORC2.18

The two mTOR complexes have distinct substrates and regulate differ-
ent biological processes (Figure 14.1). The classical substrates of mTORC1, 
which are better understood due to the availability of rapamycin as a tool 
compound, include S6 kinase 1 (S6K1) T389, multiple serine and threonine 
residues on the eIF-4E binding proteins (4E-BPs), including 4E-BP1, and 
ULK1 S757.19 Other more recently identified mTORC1 substrates include 
specific residues on S6K2, Lipin1, the transcription factor EB (TFEB), and 
La-related protein 1 (LARP1).20–24 The regulation of protein translation, one 
of the most significant biological effects of rapamycin, is specifically medi-
ated by mTORC1 through regulation of the 4E-BPs and LARP1.24,25

As rapamycin is a relatively poor inhibitor of mTORC2, much less is under-
stood about the substrates of this complex. mTORC2 primarily functions as 
a downstream effector of insulin/IGF-1/PI3K signaling, and its substrates 
include several residues of AKT that are important to its activity, including 
AKT T450, S473, and S477/479.26–28 Many other kinases are also substrates 
of mTORC2, including the PKC alpha and other PKC family members, the 
serum- and glucocorticoid-induced protein kinase 1 (SGK1), the oxidative 
stress-responsive 1 (OSR1) and the Hippo pathway signaling kinase MST1, 
through which mTORC2 is linked to many diverse biological processes (Fig-
ure 14.1).27–33 More substrates of both mTOR complexes continue to be iden-
tified through phosphoproteomic analysis of cells lacking mTOR complex 
subunits or treated with either rapamycin or mTOR kinase inhibitors.34–36
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14.2   mTOR Regulates Longevity in Model 
Organisms

The first connection of mTOR signaling to aging was found in 2003, with 
the discovery that RNAi against mTOR in Caenorhabditis elegans significantly 
extended lifespan.37 Over the subsequent two years, this was followed by the 
discovery that inhibition of mTOR signaling could also extend the lifespan of 
Drosophila melanogaster and the budding yeast Saccharomyces cerevisiae.38,39 
From the first, it was clear that lifespan extension resulting from reduced 
mTOR signaling was distinct from previously identified aging pathways. In 
C. elegans, lifespan extension by RNAi against mTOR was found to be inde-
pendent from the FOXO homologue daf-16, which is critical for the extended 
lifespan of daf-2 mutants,37 while in D. melanogaster, inhibition of signaling 
downstream of mTORC1 through expression of either dominant-negative 
mTOR or S6K had similar effects on lifespan.38

The study of mTOR in D. melanogaster by Kapahi and colleagues also pro-
vided the first hints that the mTOR pathway was involved in the response 
to a calorie restricted (CR) diet as inhibition of mTOR failed to extend the 
lifespan of flies fed a low-calorie diet.38 Extensive genetic work in S. cerevi-
siae elaborated on this possibility, demonstrating the induction of a star-
vation-like phenotype in yeast with extended chronological lifespan, and 

Figure 14.1    The mTOR signaling pathway. The mTOR pathway signaling is medi-
ated by numerous environmental and hormonal cues, including 
amino acids and insulin, IGF-1, adiponectin, and leptin. mTOR, par-
ticularly mTOR complex 1 (mTORC1) integrates these signaling to 
determine if conditions are permissive for growth, and then promotes 
anabolic processes including protein synthesis, ribosome biogenesis 
and nucleotide biosynthesis, while suppressing autophagy. mTORC2, 
which functions as an effector of PI3K signaling, has been shown to 
regulate AKT, SGK, multiple PKC family members, and the Hippo 
pathway kinase MST1, placing it upstream of many diverse processes, 
including metabolism.
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that removal of specific amino acids from the media could also promote 
survival.39 The interaction of yeast TOR with a CR diet was later examined 
more extensively in the context of yeast replicative lifespan. Deletion of either 
TOR1 or the S6K1 homologue SCH9 significantly extends yeast lifespan,40 but 
CR is unable to further extend the lifespan of these mutants.41

A major advantage of studying aging in yeast, worms, and flies is the rel-
ative ease of conducting genetic screens for organisms with altered longev-
ity. A number of experiments conducted in these organisms suggest that 
decreased or altered translation underlies the beneficial effects of both 
mTOR inhibition and CR on lifespan. One such study in yeast demonstrated 
that a reduced level of 60S ribosomal subunits significantly extends lifespan 
and is epistatic with CR.42 Reduction of either ribosomal subunits or trans-
lation initiation factors significantly extends the lifespan of C. elegans, and 
the lifespan of CR worms is not further extended by inhibition of mTOR.43 
However, rapamycin treatment can extend the lifespan of flies on a CR diet, 
suggesting that although there may be significant overlap between CR and 
mTOR inhibition, there may also be additional mechanisms unique to each 
regimen.44 Subsequent studies that compared mice placed on either CR or 
rapamycin have identified both overlapping and unique changes in the liver 
and white adipose transcriptome and the liver metabolome, supporting a 
model in which the effects of CR and mTOR inhibition do not completely 
overlap.45–47

14.3   Rapamycin Extends the Lifespan and 
Healthspan of Mice

In mammals, a seminal study conducted by the National Institute on Aging 
Interventions Testing Program in 2009 demonstrated that treatment with 
rapamycin could significantly extend the lifespan of genetically heteroge-
neous mice of both sexes.48 Since that time, there have been at least 9 addi-
tional published studies demonstrating that rapamycin can extend the 
lifespan of wild-type inbred and outbred strains, conducted by many labora-
tories and using a variety of dosing regimens (Table 14.1).49 Rapamycin shows 
efficacy at extending median as well as maximum lifespan in both sexes, even 
when begun late in life. Numerous studies in disease models have also been 
performed, also typically (but not always) resulting in a significant increase 
in lifespan (Table 14.2).

One concern about rapamycin has been the possibility that its effects on 
longevity may result from an anticancer effect rather than an effect on aging 
itself.50 While rapamycin robustly extends the lifespan of genetically hetero-
geneous mice, which should avoid any confounding effects of rapamycin  
on lifespan resulting from an effect against strain-specific pathologies, a  
susceptibility to cancer is broadly shared by inbred mice. In comparison to 
calorie restriction (CR), which dramatically improves many different age- 
related phenotypes, rapamycin has modest results.50,51
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In addition to extending lifespan, rapamycin also promotes healthspan—
which, from the perspective of improving the health of an elderly and graying 
population, may be even more important than simply prolonging life.52 The 
potential benefits of rapamycin have been most clearly demonstrated with 
respect to two of the most deadly age-related diseases, Alzheimer’s disease 
and cardiovascular disease. Rapamycin prevents or delays the onset of Alzhei-
mer’s disease as well as ameliorating age-related cognitive decline.53–55 Early 
intervention with rapamycin also preserves cerebral vascular blood flow and 
metabolism, and rescues learning defects, in mice expressing a transgenic 
Apolipoprotein E ε4 allele.56

With respect to cardiovascular disease, rapamycin and its analogs evero-
limus and zotarolimus have been used extensively for more than a decade 

Table 14.1    The impact of rapamycin on the lifespan of wild-type mice in mouse 
studies since 2009 where longevity or mortality rate was determined. 
Sex is listed separately for males and females where sex-specific data 
exist. The rapamycin dose listed for dietary administration indicates 
the drug concentration in the ad libitum fed diet; the dose listed for 
administration in water, or administered intraperitoneally (IP) or sub-
cutaneously (SC), indicates the dose in mg per kg of body weight. Δ 
lifespan is the percentage change in median lifespan (* indicates that 
mean is reported instead). MF indicates that the lifespan results were 
not broken down by sex or that sex was not reported; a: Lifespan study 
% increase was not determined; NS: Not Statistically Significant. Per-
centage change is estimated where precise information is not listed in 
the referenced study. Adapted from Arriola Apelo and Lamming, 2016, 
J. Gerontol. A Biol. Sci. Med. Sci., used with permission.

Strain Sex
Starting 
age

Rapa 
dose Route

Δ lifespan 
(%) Reference

UM-HET3 Male 20 months 14 ppm Diet 9 48
UM-HET3 Female 20 months 14 ppm Diet 14 48
C57BL/6J.Nia MF 22–24 

months
4 mg kg−1 IP 1×/2 days >14a 63

UM-HET3 Female 9 months 14 ppm Diet 18 169
UM-HET3 Male 9 months 14 ppm Diet 10 169
129/Sv Female 2 months 1.5 mg 

kg−1
SC 3×/week 

2 weeks 
per 4

10 170

C57BL/6J.Rj Male 4, 13, 20 
months

14 ppm Diet ∼10a 50

UM-HET3 Male 9 months 4.7 ppm Diet 3NS 171
UM-HET3 Male 9 months 14 ppm Diet 13 171
UM-HET3 Male 9 months 42 ppm Diet 23 171
UM-HET3 Female 9 months 4.7 ppm Diet 16 171
UM-HET3 Female 9 months 14 ppm Diet 21 171
UM-HET3 Female 9 months 14 ppm Diet 26 140
C57BL/6J.Nia Male 4 months 14 ppm Diet 11* 172
C57BL/6J.Nia Female 4 months 14 ppm Diet 16* 172
C57BL/6J.Nia Female 20 months 2 mg kg−1 IP 1×/5 days 7 104
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Table 14.2    The impact of rapamycin on the survival of mouse disease models. Sex is listed separately for males and females where 
sex-specific data exists. The rapamycin dose listed for dietary administration indicates the drug concentration in the ad 
libitum fed diet; the dose listed for administration in water, or administered intraperitoneally (IP) or subcutaneous (SC) indi-
cates the dose in mg per kg of body weight. Δ lifespan is the percentage change in median lifespan (* indicates that mean is 
reported instead). MF indicates that the lifespan results were not broken down by sex or that sex was not reported; a: Lifespan 
study % increase was not determined; b: 100% of rapamycin-treated mice survived to 2 years of age vs. 40% of control mice; 
NS: Not Statistically Significant. Percentage change is estimated where precise information is not listed in the referenced 
study. Adapted from Arriola Apelo and Lamming, 2016, J. Gerontol. A Biol. Sci. Med. Sci., used with permission.

Strain Sex Starting age Rapa dose Route Δ lifespan (%) Reference

Pten−/− MF 1 month 10 mg kg−1 
(everolimus)

Oral >292*,a 173

FVB/N HER-2/neu Female 2 months 1.5 mg kg−1 SC 3×/week 2 weeks per 4 13.6 174
SOD1H46R/HR8Q MF 1.5 months 14 ppm Diet NS 175
p53+/− Male <5 months 1.5 mg kg−1 Water 28* 176*
p53+/− Male >5 months 1.5 mg kg−1 Water 10* 176
p53−/− Male 2 months 0.5 mg kg−1 Oral 1×/day 5 d on/9 d off 35 177
Lmna−/− MF 1 month 14 ppm Diet 35 62
Lmna−/− MF 1 month 8 mg kg−1 IP 1×/2 days 56 62
Rb1+/− Male 2 months 14 ppm Diet 13.8 178
Rb1+/− Female 2 months 14 ppm Diet 8.9 178
Bmal1−/− MF 16 weeks 0.5 mg kg−1 Water 47 179
HER-2/neu Female 2, 4, or 5 months 0.45 mg kg−1 SC 3×/week 2 weeks per 4 5.7NS, 6.1, 5.5 180
C57BL/6NCr HFD Male 12 months 1.5 mg kg−1 IP 1×/week b 106
Ndufs4−/− MF <1 month 42 ppm Diet 29NS 181
Ndufs4−/− MF <1 month 378 ppm Diet 92 181
Ndufs4−/− MF <1 month 8 mg kg−1 IP 1×/day 119 181
Rag2−/− MF 3 months 14 ppm Diet 121 182
IFN-γ−/− MF 5 months 14 ppm Diet 34 182
C57BLKS/J leprdb/db Male 4 months 14 ppm Diet −16 183
C57BLKS/J leprdb/db Female 4 months 14 ppm Diet −18 183
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in the treatment of atherosclerosis. These compounds are used as antipro-
liferative agents in drug-eluting stents, and are placed in arteries in order 
to prevent restenosis following angioplasty.57 When used in a drug-eluting 
stent, the drug concentration is high at the stent site, yet the levels of these 
compounds in the general circulation are negligible and side effects rare. 
However, systemic treatment with rapamycin has also attracted attention as 
a potential therapy to prevent or delay atherosclerosis. Systemic treatment of 
genetic mouse models of atherosclerosis or of rabbits significantly reduces 
plaque formation, despite not improving cholesterol or other serum lipids 
(reviewed in ref. 58). A pair of recent studies has also shown direct beneficial 
effects of rapamycin on the heart, with approximately three weeks of rapa-
mycin treatment reversing age-dependent cardiac hypertrophy and diastolic 
dysfunction, with beneficial shifts in the transcriptome and proteome.59,60 
Rapamycin also significantly extends survival the survival of short-lived 
Lmna−/− mice, which is limited by cardiac pathology.61,62

Rapamycin has been demonstrated to have potentially rejuvenating effects 
on other cells and organ systems. In 2009, the transient treatment of aged 
mice with rapamycin for only 6 weeks was shown to boost the self-renewal 
and hematopoiesis of hematopoietic stem cells, improving the immune 
response to vaccination as well as increasing lifespan.63 Hematopoietic stem 
cell function may also be preserved in S6K1−/− mice.64 A similar improved 
response to influenza vaccination following a short course of the rapamycin 
analog everolimus was recently observed in humans.65 Treatment with rapa-
mycin also increases the clonogenicity of mouse intestinal crypts by enhanc-
ing the renewal of intestinal stem cells.66

14.4   How Does Rapamycin Increase Longevity?
Despite this potent effect of rapamycin on mouse lifespan, there is extremely 
little known about the mechanism by which rapamycin promotes longevity 
in mammals. Genetic inhibition of mTOR via expression of a hypomorphic 
allele extends the lifespan of both male and female mice,67 but these mice 
have extremely reduced mTORC1 and mTORC2 signaling and are born at 
sub-Mendelian ratios. More modest genetic interventions, such as the dele-
tion of S6K1 or deletion of a single copy of both mTOR and mLST8, specifically 
reduce mTORC1 signaling through S6K but have only been demonstrated to 
extend female lifespan.68,69 Genetic reduction in 4E-BP1 activity in skeletal 
muscle improves metabolic health, but it is not known if lifespan will also 
be extended.70

While studies in yeast, worms and flies link the beneficial effects of mTOR 
inhibition on lifespan to decreased translation, it has recently become 
apparent that neither chronic treatment with rapamycin or deletion of S6K1 
reduce ribosome activity in vivo in either liver or skeletal muscle,71 casting 
doubt on this simplistic model. A more refined variant of this idea is based 
on the observation that mTOR inhibition shifts the type of mRNAs that are 
translated, rather than simply the amount. In yeast, deletion of 14 distinct 
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ribosomal 60S subunits promotes longevity while deletions of 40S ribosomal 
subunits that have similar effects on translation do not,42 suggesting that 
the specific composition of the ribosome may impact which mRNAs are 
translated. This idea of a ribosome code is supported by yeast studies, which 
identify distinct roles for ribosomal paralogs in the translation of localized 
mRNAs.72 While it is not yet clear if mammals have a similar ribosome code, 
it is now clear that mTOR specifically promotes the translation of mRNAs 
with 5' terminal oligopyrimidine (TOP) motifs,73 and thus mTOR inhibition 
shifts the set of mRNAs being translated.

A different theory is that mTOR inhibition may promote longevity by 
decreasing insulin/IGF-1/PI3K signaling.74,75 This is supported by correlative 
evidence from numerous other mouse models with both decreased insulin/
IGF-1/PI3K/mTOR signaling and extended lifespan, including mice heterozy-
gous for either Igf1r or Akt1 and mice lacking IRS1.76–78 Deletion of the insulin 
receptor specifically in adipose tissue or deletion of IRS2 specifically in the 
brain also promotes longevity.79,80 Notably, just as with rapamycin treated 
animals, many of these mutants display either systemic or tissue-specific 
insulin resistance, leading to the suggestion that insulin resistance that 
decreases insulin/IGF-1/PI3K/mTOR signaling is beneficial.74 In contrast to 
this view, depletion of Rictor, an essential component of mTORC2 signaling, 
either specifically in the liver or in the whole body of mice, greatly impairs 
male longevity.81 This divergent phenotype suggests the possibility that male 
survival may require signaling downstream of mTORC2 that is mediated by 
other substrates, such as SGK1.

14.5   Side Effects of Rapamycin Treatment—The Role 
of mTORC2

While rapamycin and its analogs (rapalogs) are FDA approved for specific 
indications, they are far from ideal drugs when considered from the perspec-
tive of using rapalogs as anti-aging compounds. The side effects of rapamy-
cin are as diverse as they are numerous, and include: metabolic disturbances 
(e.g. hyperglycemia, hyperlipidemia, insulin resistance); dermatological 
events, including painful ulcers; in males, testicular dysfunction; and most 
acutely serious, an increase in infections, stemming from the potent immu-
nosuppressive effects of rapalogs (reviewed in ref. 49). These side effects do 
not outweigh the potential benefits of rapalogs during cancer treatment or in 
the context of organ transplantation, but must be weighed heavily in the con-
text of an anti-aging medication that may need to be taken prophylactically 
for a long period of time by otherwise healthy individuals.

Over the last several years, our laboratory and others have demonstrated 
that many of these side effects result not from inhibition of mTORC1, the 
canonical target of rapamycin, but from inhibition of the ‘rapamycin-resis-
tant’ mTORC2.69 In brief, mTORC2 is resistant to acute treatment with rapa-
mycin in vitro and in vivo, yet chronic, prolonged treatment with rapamycin  
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in vivo disrupts mTORC2 in the majority of mouse tissues.69,82,83 Using genetic 
mouse models, important metabolic roles for mTORC2 in many tissues have 
been identified (reviewed in ref. 19). mTORC2 promotes insulin sensitivity in 
the liver,35,84,85 white and brown adipose tissue,86–89 and skeletal muscle.90,91 
mTORC2 plays a critical role in the regulation of lipid homeostasis, regulat-
ing lipolysis, lipogenesis and adipogenesis (reviewed in ref. 92). A growing 
body of work suggests that disruption of mTORC2 by rapamycin is responsi-
ble for some of the immunosuppressive effects of prolonged rapamycin treat-
ment.93–98 Finally, although the mechanism for this effect remains unknown, 
depletion of Rictor, a key subunit of mTORC2, significantly decreases the 
lifespan of male but not female mice.81

Both mice and humans show significant metabolic and immunological 
side effects when exposed to high doses of rapamycin or its analogs,99 but 
these effects appear to be largely dose-dependent. A recent human study 
of rapamycin, which demonstrated positive effects on rejuvenation of the 
immune response to vaccination, used very low doses for a short period of 
time with few serious side effects.65 Notably, marmosets treated with rapa-
mycin did not experience significant negative side effects, although the low 
number of animals used in this initial study precludes making definitive 
conclusions.100,101 New larger-scale studies now underway in companion 
animals, including dogs,102 should answer many questions about both the 
efficacy and safety of rapamycin in healthy mammals outside the laboratory 
environment.

The overwhelming negative consequences of mTORC2 inhibition on 
metabolism and immunity suggest that specifically inhibiting mTORC1 will 
promote health and longevity with fewer negative side effects.103 We recently 
hypothesized that the differential kinetics of mTORC1 and mTORC2 inhibi-
tion by rapamycin might create a therapeutic window through which acute, 
intermittent dosage of rapamycin could specifically inhibit mTORC1, and we 
demonstrated that not only did this regimen have reduced effects on glucose 
homeostasis and the immune system, it remained able to extend the lifespan 
of mice.104,105 Weekly treatment with rapamycin has similarly promoted sur-
vival of mice fed a high-fat diet,106 and intermittent administration of rapamy-
cin has also been shown to promote weight loss with reduced side effects on 
glucose metabolism in rats.107 While intermittent administration of rapamy-
cin may be a clinically useful technique to reduce rapamycin-associated side 
effects for the treatment of severe age-related diseases, in the long term a true 
mTORC1-specific inhibitor has the potential to be used much more widely.

14.6   mTORC1 Is a Key Integrator of Nutrient and 
Hormonal Signaling

In order to discuss potential mechanisms by which mTORC1 can be specif-
ically inhibited, it is necessary for us to discuss how mTORC1 signaling is 
regulated. Initial studies of mTORC1 determined that the phosphorylation 
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of S6K1 and 4E-BP1 was sensitive to nutrients including amino acids and 
glucose, promoting translation.8 Subsequent work has shown that mTORC1 
is sensitive to many other environmental cues, including cellular energy, oxy-
gen availability, reactive oxygen levels, and phosphatidic acid,108–111 and (in 
part via mTORC2 and Akt) hormonal signals including insulin, IGF-1, and 
leptin (Figure 14.1). mTORC1 integrates all of these signals in order to deter-
mine if environmental and hormonal cues are permissive for growth and 
proliferation. In order to successfully respond to all of these diverse cues, the 
regulation of mTORC1 signaling is extremely complex.

The activity of mTORC1 is strictly dependent upon interaction with a 
small GTPase, Rheb, and the requirement for mTORC1 to localize with 
GTP-bound Rheb lies at the heart of the molecular mechanism by which 
mTORC1 responds to both nutrient and environmental cues.112 While the 
recent development of fluorescence resonance energy transfer (FRET)-based 
mTORC1 sensors suggests that mTORC1 activity may occur in multiple sub-
cellular compartments, including the nucleus and plasma membrane,113 the 
activation of mTORC1 has only been fully characterized at the surface of the 
lysosome.

In response to stimulation with amino acids, mTORC1 is recruited to the 
surface of the lysosome via a series of steps that have been identified over the 
last several years (reviewed in ref. 114). Briefly, recruitment of mTORC1 to 
the lysosome requires the Rag family of small GTPases, which interact with 
mTORC1 and recruit it to the Ragulator, a protein complex on the surface of 
the lysosome.115,116 The GTP-bound state of the Rags mediates their ability 
to recruit mTORC1 to the lysosome, and recent work has highlighted the 
essential regulator role of the Ragulator as well as a Rag-interactor complex, 
GATOR, in signaling amino acid sufficiency. GATOR has two distinct sub-
units: GATOR1 has GTPase-activating protein (GAP) activity for RagA and 
RagB, while GATOR2 inhibits GATOR1 activity.117,118

Several distinct mechanisms have been uncovered by which amino acids 
regulate mTORC1 activity. First, mTORC1 senses amino acid levels in the 
lysosome through a mechanism that requires the interaction of Ragulator 
with a functional vacuolar H(+)-adenosine triphosphatase ATPase (v-ATPase) 
as well as SLC38A9, a low-affinity amino acid transporter for amino acids 
including arginine.119–122 Secondly, Sestrin2 binds to and inhibits the activity 
of GATOR2, an interaction that is relieved by leucine binding directly to a 
pocket on Sestrin2; the homologous protein Sestrin1 interacts with GATOR2 
and leucine in a similar fashion.123,124 CASTOR1 and its homolog CASTOR2 
also act to inhibit GATOR2 activity, but in response to arginine.125 Other reg-
ulators of mTORC1 activation in response to amino acids continue to be 
identified, including the E3 ubiquitin ligases Skp2 and RNF152, which were 
recently identified as negative regulators of mTORC1 that ubiquitinate RagA 
K63.126,127 Finally, at the lysosomal surface, activation of mTORC1 requires 
the interaction of mTORC1 with Rheb-GTP, and the localization and GTP-
bound status of Rheb is at least partially dependent upon amino acids as well. 
The microspherule protein 1 (MCRS1) binds to Rheb and, in the presence 
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of amino acids, localizes Rheb to the lysosome, where it can interact with 
mTORC1, Ragulator and the v-ATPase.128

In contrast to amino acid signaling, which regulates the localization of 
mTORC1, growth factor signaling is primarily mediated by the tuberous scle-
rosis complex (TSC). TSC is a GAP for Rheb, which inhibits the ability of Rheb 
to activate mTORC1; this inhibition is relieved by the action of insulin, which 
inhibits TSC activity.129,130 TSC is phosphorylated by a number of kinases, 
including AKT, which regulates its activity. In the absence of growth factor 
signaling, TSC is localized to the lysosome; insulin stimulates the disassoci-
ation of TSC from the lysosomal surface.131 While it was originally reported 
that amino acids do not alter the subcellular localization of TSC,128 subse-
quent work suggests that numerous other stresses, including a lack of amino 
acids, promote the lysosomal accumulation of TSC.132,133

At least some of the many stimuli that regulate mTORC1 activity function 
by co-opting parts of these two regulatory mechanisms. For example, glucose 
activates mTORC1, an effect mediated by activation of the Rag proteins and 
that requires both Ragulator and the v-ATPase.134 At least some other stimuli 
that regulate TSC, including oxygen and cellular energy levels, are likely to 
regulate TSC localization. Some stimuli regulate mTORC1 at multiple levels; 
for example, AMPK phosphorylates both Raptor and TSC2, which physically 
destabilizes mTORC1 while activating TSC to inhibit mTORC1 activity.135,136 
Adiponectin is an example of a hormonal stimulus that inhibits mTORC1 via 
activation of AMPK and the subsequent post-translational modification of 
TSC2 and Raptor (Figure 14.1).137

AKT is a major effector of PI3K signaling and regulates mTORC1 sig-
naling via an inactivating phosphorylation of TSC2 as well as phosphor-
ylation of PRAS40, which frees mTORC1 from inhibition by this protein.13 
As such, mTORC2, which phosphorylates AKT at three separate sites, is 
putatively upstream of mTORC1 in the insulin/IGF-1/PI3K signaling path-
way.75 mTORC2 is an effector of PI3K signaling—it was recently shown that 
mTORC2 is directly stimulated by phosphatidylinositol (3,4,5)-trisphosphate 
(PIP3)138—and as such mTORC2 is activated by stimuli including insulin, IGF-
1, and leptin (Figure 14.1).28,139 mTORC2 is also stimulated by palmitoleic 
acid, a substrate for fatty acid elongase-5 (Elovl5),140 by substrates of glyc-
erol-3-phosphate acyltransferase-1 (Gpat1),141 and by association with ribo-
somal protein subunits.142 While mTORC2 has been shown to localize to the 
ribosome-rich mitochondria-associated endoplasmic reticulum,143 mTORC2 
was also recently identified at the lysosome,144 suggesting the possibility that 
both mTOR complexes might be regulated by lysosomal-mediated nutrient 
sensing.

14.7   How Can mTORC1 Be Specifically Targeted?
One possible way to approach the development of mTORC1-specific inhibi-
tors is to focus on the regulatory steps required to activate mTORC1. Notably, 
mTORC1 activation seems to require the lysosomal localization of mTORC1, 
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as well as the departure of TSC, and in the last few years the molecular mech-
anisms that mediate the lysosomal activation of mTORC1 by amino acids 
have been defined in great detail. It was recently shown that leucine as 
well as isoleucine, valine and methionine disrupt an inhibitory interaction 
between Sestrin2 and GATOR2.124 Subsequent structural work shows that 
leucine binds to a specific pocket on Sestrin2; binding of leucine likely then 
transmits a conformational change to an adjacent, GATOR2 binding domain 
of Sestrin2.123 Conceivably, understanding the molecular mechanism of 
leucine sensing by Sestrin2/GATOR2 will permit the design of pharmaceu-
ticals that either agonize or antagonize the Sestrin2/GATOR2 interaction 
and thus specifically regulate mTORC1 signaling. Other potential pharma-
ceutical targets that specifically mediate mTORC1 activity may include the 
sensing of amino acids by the CASTOR proteins or by the lysosomal trans-
porter SLC38A9.121,122,125 Finally, while specific amino acids may be sensed by 
mTORC1 via CASTOR, GATOR and SLC38A9, the GCN2 (general control non-
derepressible 2) kinase is also a major sensor of amino acids. GCN2 is nor-
mally activated by uncharged tRNAs, and acts to inhibit translation through 
phosphorylation of eIF2α. It was recently demonstrated that GNC2 acts to 
inhibit mTORC1 by promoting expression of Sestrin2;145 activating GCN2 
activity, perhaps with small molecules which mimic uncharged tRNAs, could 
therefore be a potential means of specifically inhibiting mTORC1.

Notably, these potential pharmaceutical targets all rely on a common 
theme—the sensitivity of mTORC1, but not mTORC2, to amino acids. As dis-
cussed above, it is widely believed that inhibition of mTOR signaling may play 
a role in the response to a calorie restricted (CR) diet, and a CR diet necessarily 
entails a sharp restriction in all macronutrients, including amino acids. Intrigu-
ingly, protein restricted (PR) diets have recently been shown to significantly 
improve the metabolic health and longevity of rodents.146–148 Conversely, recent 
epidemiological studies in humans have found that protein intake correlates 
with increased mortality and an increased risk of metabolic disease.149–153 We 
recently considered the possibility that protein restriction (PR) would specifi-
cally reduce mTORC1 signaling. Indeed, mTORC1 signaling is reduced in mul-
tiple tissues of mice fed a PR diet, including the liver, heart, skeletal muscle 
and white adipose tissue, while mTORC2 signaling is unaffected by a PR diet.154

While it is not clear which specific components altered in a PR diet regu-
late mTOR activity, a reduction in certain specific amino acids that are potent 
mTORC1 agonists could mediate this effect. In rodents, the three branched-
chain amino acids (BCAAs)—leucine, isoleucine, and valine—have been 
demonstrated to promote mTORC1 activity in the liver, skeletal muscle, adi-
pose tissue and the pancreas.155–158 The same BCAAs have been linked to insu-
lin-resistance in humans and rodents.159,160 A PR diet lowers circulating levels 
of BCAAs in humans, and consuming a diet in which the BCAAs are specifically 
reduced improves metabolic health in mice.161 It remains to be determined 
if a PR diet decreases mTORC1 signaling in humans, and if so, if this can be 
attributed specifically to reduced consumption of BCAAs. If a partial reduction 
of specific dietary amino acids can mediate a systemic reduction in mTORC1 
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signaling, chemicals that partially block the uptake of these specific amino 
acids from the intestine could, at least in theory, reduce mTORC1 signaling 
and promote health and longevity. While these types of interventions are being 
developed, an alternative and sustainable way to lower mTORC1 activity may 
be to eat a plant-based or vegan diet, which are low in methionine, an essential 
amino acid that when restricted significantly extends lifespan.162,163

An alternative approach to specifically inhibiting mTORC1 could rely on 
understanding why the sensitivity of mTORC2 to rapamycin varies by cell 
type.82 The canonical mechanism for mTORC1 inhibition by rapamycin is 
that a rapamycin first binds to FK506-binding protein 12 (FKBP12), form-
ing a complex that then interacts with and inhibits mTORC1. However, 
FKBP12–rapamycin specifically disrupts mTORC1 but not mTORC2 in vitro, 
suggesting that the FKBP–rapamycin-binding (FRB) domain of mTOR is not 
accessible in mTORC2, a hypothesis supported by the structure of the yeast 
mTORC2 homologue TORC2.9,18 Thus, rapamycin–FKBP12 likely inhibits 
mTORC2 indirectly by sequestering newly synthesized mTOR, with an acces-
sible FRB domain, before it can assemble into mTORC2 (Figure 14.2).82 As the 
sensitivity of mTORC2 to rapamycin varies by cell and tissue type, but does 
not directly correlate with the expression of mTOR complex subunits, it has 
long been suspected that some additional factor contributes to the ability of 

Figure 14.2    The action of rapamycin against mTORC1 or mTORC2 is dependent 
upon FK506-binding proteins. mTORC1 activity promotes aging, 
while mTORC2 activity promotes insulin sensitivity and male survival. 
Rapamycin binding to either FKBP12 or FKBP51 forms a complex that 
can then act to inhibit mTORC1. However, inhibition of mTORC2 
activity by rapamycin is dependent upon a rapamycin-FKBP12 com-
plex that can prevent the formation of mTORC2 by binding to free 
mTOR, preventing the incorporation of mTOR into mTORC2. Rapa-
mycin–FKBP51 does not inhibit mTORC2. The relative expression 
level of FKBP12 and FKBP51 determines the rapamycin sensitivity of 
mTORC2 in each cell line or tissue. Adapted from Cell Metabolism, 
vol. 23, B. K. Kennedy and D. W. Lamming, The Mechanistic Target 
of Rapamycin: The Grand ConducTOR of Metabolism and Aging,  
990–1003., Copyright (2016), with permission from Elsevier.19
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rapamycin to disrupt mTORC2. Schreiber and colleagues recently solved this 
mystery, by determining that other FKBPs (e.g., FKBP51) that interact with 
rapamycin and can inhibit mTORC1 do not necessarily inhibit mTORC2 (Fig-
ure 14.2).83 While it is not yet clear why FKBP51–rapamycin does not inhibit 
mTORC2 formation, the authors note that this “work gives us insights into 
how we might alter rapamycin in order to get the mTORC1 specificity needed 
to get the longevity effects with reduced side effects.”164

It is worth noting that there are numerous interventions in the scientific 
literature that purportedly inhibit mTORC1 signaling in vitro or even in vivo. 
These include a broad range of chemical compounds, some of which are 
medications in common use. Most notably, this includes the anti-inflamma-
tory drug aspirin165 as well as the most widely prescribed drug for type 2 dia-
betics, metformin.166 Notably, while both of these compounds activate AMPK 
and thus would be expected to decreased mTORC1 activity through several 
distinct mechanisms (Figure 14.1), both of these medications are believed 
to also have AMPK-independent effects on mTORC1 activity, and both com-
pounds may promote longevity in mice.167,168 As both of these molecules 
are widely used by humans and are (relatively) safe, understanding how 
compounds like metformin inhibit mTORC1 signaling may provide much-
needed mechanistic insight into how mTORC1 can be safely and beneficially 
inhibited to promote health and longevity.

14.8   Conclusions
The past decade has seen significant advances in our understanding of 
how genetic and pharmaceutical inhibition of the mTOR can extend lifes-
pan, with initial studies in yeast, worms and flies being extended to mice 
and now other mammals. Rapamycin is potentially a very powerful anti- 
aging drug, with rapamycin-treated animals showing increased lifespan and 
healthspan as well as “rejuvenated” tissues. While the side effect profile of 
rapamycin is reason to be cautious, the use of intermittent or acute rejuvena-
tive treatment regimens may permit the cautious clinical use of rapamycin 
for age-related diseases in the near future. In the long term, recent discov-
eries regarding how mTORC1 is regulated by amino acids at the molecular 
level and the discovery of the mechanistic basis for mTORC2 inhibition by 
rapamycin may permit the rational design of molecules that more selectively 
inhibit mTORC1, promoting healthy aging with reduced side effects. While 
the dream for a “fountain of youth” that restores health and vigor to the aged 
remains out of reach, the powerful results achieved with rapamycin suggest 
that we will soon at least be able to promote healthy aging.
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15.1   Rapamycin: A Brief History
This now familiar, but nevertheless remarkable, story begins at Ayerst Labs 
in Montreal, where scientists in the 1970s identified a lipophilic macrocyclic 
lactone antibiotic produced by Streptomyces hygroscopicus in a soil sample 
collected from Rapa Nui (Easter Island). Scientists dropped its development 
as a fungicide1 upon learning that it inhibited the immune response in var-
ious cell culture and animal model settings (reviewed by Sehgal2). Assigned 
the generic name, sirolimus, Wyeth Ayerst marketed it as Rapamune to 
prevent host rejection of transplants, only later to discover rapamycin has 
anti-tumor activity. Pharmaceutical companies have developed a number of 
derivative compounds (rapalogs) with indications that include prevention of 
allograft rejection, anti-cancer and anti-restenosis.3 Even at this early stage, 
the mystery was there but not mentioned—how could a drug that suppresses 
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immunity (e.g., surveillance of cancer4) be safe and effective as an anti-cancer 
drug? The rapamycin mystery deepens but first it will be useful for the reader 
to have a basic understanding of its mode of action in cells.

15.2   The Target of Rapamycin
Since this drug was first identified as a fungicide, yeast was the first organ-
ism that investigators used to uncover its mechanism of action. Heitman  
et al.5 showed that rapamycin, when bound to the product of the FPR1 gene 
(encoding an FK506-binding protein [FKBP], a proline rotamase), inhibited 
cell cycle progression. These authors also showed that rapamycin sensitivity 
depended on two other genes (aptly named the target of rapamycin (TOR) 1 
and TOR2) both of which encoded phosphatidylinositol kinase homologues.6 
Subsequent years of fruitful research by many labs studying budding7 and fis-
sion8 yeast revealed many of the fundamentals of its biological function and 
significance. Of significance for this chapter, inhibition of TOR in budding 
yeast increased chronological life span.9

Subsequent to the identification of TOR in budding yeast, multiple labs 
reported identification of one gene encoding the mammalian target of 
rapamycin.10–13 Each dubbed with different names, these coalesced first 
into mammalian TOR (mTOR), then mechanistic TOR, with some reserva-
tion.14 mTOR is conserved in structure and function in eukaryotes, including 
plants.15 It belongs to a family of complexes that Smerdon16 referred to as 
“‘giant’ phosphatidylinositol 3-kinase (PI3K)-like protein kinases (PIKKs).” 
The conserved structure function domains of this family and the one specific 
for mTOR are shown linearly in Figure 15.1. Aylett et al.17 identified the horn 

Figure 15.1    Schematic of mTOR structure. Indicated are identified domains. The 
kinase domain is located near the C-terminus following an N-terminal 
expanse of helical repeat motifs (HEAT repeats), which are structurally 
subdivided into a curved solenoid (called the horn) and a straight sole-
noid (referred to as the bridge).17 Another tetratricopeptide (TPR)19 
repeat-containing domain named FAT (Frap, ATM and TRRAP). A 
C-terminal FAT domain (FAT-C) is structurally different from the FAT 
domain, but was also named after Frap, ATM, TRRAP. The N-termi-
nus of the kinase domain forms the FK506 binding protein (FKBP)–
rapamycin binding (FRB) domain, which is necessary for rapamycin 
allosteric inhibition of mTOR. ATP-competitive inhibitors have been 
developed that act independently of FRB.
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and bridge areas of the heat-repeat-containing N-terminal domain, which 
is common to other members of the PIKK family as are the FAT, FAT-C and 
kinase domains.16 The unusual (and defining) feature of mTOR is the FRB 
region located on the N-terminus of the kinase domain, with which the 
FKBP12-rapamycin complex interacts. Evidently, the FRB domain evolved, 
at least in part, to interact with phosphatidic acid (PA) thereby stabilizing 
and activating one of the complexes containing mTOR (mTORC1), reviewed 
by Foster18. Rapamycin–FKBP12 competes with PA for mTOR binding. PA 
also stabilizes the other mTOR complex (mTORC2), which is less sensitive to 
acute rapamycin-FKBP12–competition.

The two complexes containing mTOR (mTORC1 and mTORC2) each pro-
mote diverse cell autonomous and non-cell autonomous functions. Initially 
mTORC1 represented the major focus with respect to aging with many stud-
ies indicating that it is a key modulator of aging and its associated diseases 
(reviewed by20). In replete conditions (including nutrients and growth factor 
signaling) mTORC1 regulates anabolic pathways for cell mass accumulation. 
In opposite settings, mTORC1 promotes catabolic processes for survival of 
cells. In addition to anabolic inputs, shown in Figure 15.2, a wide variety 
of stresses that cells encounter lead to repression of mTORC1 and to its 
downstream effectors that function in aging and cancer. Figure 15.2 is highly 
simplified, and there are excellent reviews that provide detailed discussions 
of mTORC1 and mTORC2 structure, function and signaling networks.21–29 

Figure 15.2    Generalized model of rapamycin effects on aging through inhibition of 
mTORC1. mTORC2 is not considered in this model. mTORC1 responds 
to various activation signals (nutrients, growth factors, etc.) and to inhib-
itory signals (stresses such as genotoxic, oxidative, etc.). Inhibition of 
mTORC1 by rapamycin inhibits normal aging and associated diseases 
by currently unknown mechanisms. Two mechanisms currently explain 
rapamycin inhibitory effects on mTORC1. Yip et al.31 proposed that 
rapamycin destabilized the complex (middle schematic surrounded by 
dashed lines) thereby decreasing its activity. Alternately, Aylett et al.17 
found no evidence of complex instability, but rather a structural change 
whereby the TOR signaling motif (TOS) in raptor was displaced thereby 
limiting access of the kinase active site (asterisk) to TOS-containing sub-
strates such as S6 kinase 1 (right schematic).
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Based on depletion of rictor (an mTORC2-specific component), Lamming  
et al.30 recently proposed that active mTORC1 represses longevity, while a 
functioning mTORC2 promotes longevity in males.

15.3   Rapamycin’s Mysterious Effects on Aging
Over the years leading up to 2004, there were many approaches advertised 
to promote rejuvenation and longevity. Mainstream researchers were quite 
skeptical that a pill could be developed that would allay the deleterious 
effects of aging. A thought would go like this: aging is not a disease that can 
be treated. Given the safety profile of rapamycin at that time, it is remarkable 
that the Interventions Testing Program32 (ITP) accepted the author’s pro-
posal in 2005 to test chronic treatment with rapamycin for longevity effects 
in mice. A key to these experiments proceeding was Randy Strong’s develop-
ment of encapsulation of rapamycin in Eudragit S100 (called eRapa), which 
accomplished two critical things; it stabilized the drug in food (around 
80% is lost to degradation) and released rapamycin when the pH of the gut 
approached 7 (i.e., the lower part of small intestine and colon), resulting in 
stable blood levels.32 The ITP performed the first test of eRapa in an awaiting 
(and now older) cohort or UM-HET3 mice at each of test centers. Would it kill 
these old (60 in human years) mice? The results in 200933 were a major sur-
prise: eRapa treatment beginning at 20 months of age resulted in extension 
of maximum life span in both males and females. The ITP has now repeated 
tests of eRapa in younger mice with the same results34 and in the latest trial 
that showed dose- and sex-dependent effects on longevity.35

This is now very mysterious: the more that mice consume of this drug, pre-
viously thought to suppress immunity and increase risk of cancer, the lon-
ger they lived, especially females. It should be noted that eRapa chronically 
resulted in an extension of median and maximum life span, the latter result 
indicating that all causes of mortality were prevented, delayed or reduced in 
severity. Johnson et al. explored the limits of dosing by treating mice with 
nine times the original life extending dose of eRapa, and observed only a 
decrease in body weight (BW).36

15.4   Effects of Chronic Rapamycin on  
Age-Associated Diseases

These results prompted investigators around the world to test eRapa and 
other formulations on numerous age-associated diseases. The ITP and other 
groups investigated the question: does eRapa delay aging-associated traits? 
Wilkinson et al.37 showed that eRapa beginning at 9 months of age “slows 
aging in (UM-HET3) mice,” although noting a higher incidence of testicu-
lar degeneration and cataracts. Zhang et al.38 investigated this question in 
an inbred strain, C57BL/6, starting the diet at 19 months of age and con-
cluded that eRapa extended life and health span, with no differences noted 
in testicular degeneration or cataracts in older mice. This group followed up  
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with a study of longer term effects of chronic eRapa treatment (starting 
at four months of age and continued throughout life), and reported sex- 
dependent differences in effects that included absence in one sex or a change 
in the opposite direction.39 Neff et al.40 also tested eRapa in C57BL/6J mice 
and observed an extension of life span, but ameliorated only a subset of a 
wide range of age-associated phenotypes and exhibited two toxicities; testic-
ular degeneration and nephrotoxicity. These authors concluded that chronic 
rapamycin does not slow aging but rather suppresses cancer.41 Johnson  
et al.42 responded to this paper and concluded that the result “supports the 
model that rapamycin promotes longevity by targeting some, but perhaps 
not all, core molecular processes that drive cellular and systemic aging.” 
Regarding age-associated diseases, Table 15.1 lists selected papers showing 

Table 15.1    Selected papers showing results for various formulations of rapamycin.

Disease or age associated phenotype Formulation Ref.

Neurodegenerative
Attenuation of synaptic injury in a mouse model of 

synucleinopathy
14 ppm eRapa diet 44

Protects against Parkinson’s in a mouse model 0.75 mg ml−1 45
Prevents Parkinsonian dopaminergic neuron loss in 

Drosophila
0.2 or 200 µM 46

Abolishes cognitive deficits in a mouse model of 
Alzheimer’s

14 ppm eRapa diet 47

Improves cognitive function in mice 14 ppm eRapa diet 48
Amelioration of age-dependent cognitive deficits in 

Alzheimer’s mouse model
14 ppm eRapa diet 49

Amelioration of age-dependent cognitive deficits in 
mice

14 ppm eRapa diet 50

Restores brain vascular integrity and function and 
improves memory in symptomatic mice modeling 
Alzheimer’s disease

14 ppm eRapa diet 51

Suppression of brain aging in OXYS rats 0.1 or 0.5 mg kg−1 BW 
rapamycin

52

Protection against frontotemploral lobar dementia 
(TDP-43 proteinopathies)

10 mg kg−1 BW 53

Cancer
Prevention dermal cancer in mice 14 ppm eRapa diet 54
Extend life span in p53+/− and p53+/+ mice 14 or 42 ppm eRapa 55
Prolongs life span of Rb1+/− mice 14 ppm eRapa diet 56
Normal life span of ApcMin/+ mice 14 or 42 ppm eRapa 57
Prolongation of life span in p53−/− mice 0.5–4 mg kg−1 Rapatar 58
Inhibits growth and progression of prostate cancer 14 ppm eRapa diet 59
Used to treat several types of cancer—an evolving art Various 60
Metabolic including mitochondrial
Mitochondrial disease in mice 14–378 ppm eRapa 8 

mg kg−1 rapamycin
36

Ameliorates age-dependent obesity in aged mice 0.11 µl h−1; 10 mg 
ml−1 rapamycin

61

Prolonged rapamycin treatment led to beneficial 
metabolic alterations in mice

4 mg kg−1 BW 
rapamycin

62

Insulin resistance by rapamycin uncoupled from 
longevity

2 mg kg−1 BW 
rapamycin

63
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Glucose intolerant but insulin sensitive  
rapamycin-treated mice

14 ppm eRapa diet 64

Increases mortality in mouse model of type II 
diabetes

14 ppm eRapa diet 43

Metabolically distinct phenotypes by rapamycin 14 ppm eRapa diet 65
Modulation of mitochondrial biogenesis and fatty 

acid oxidation in adipose of db/db mice
14 ppm eRapa diet 66

Improves survival and biomarkers in obese male 
mice on high-fat diet

1.5 mg kg−1 BW 
rapamycin

67

Blocks induction of the thermogenic program in 
white adipose tissue

2 mg kg−1 rapamycin 
42 ppm eRapa diet

68

Heart and lung
Attenuates load-induced cardiac hypertrophy in mice 2 mg kg−1 day−1 

rapamycin
69

Regresses established cardiac hypertrophy in mice 2 mg kg−1 day−1 
rapamycin

70

Attenuates cardiac enlargement in zebrafish 0.2–0.4 µmol L−1 
rapamycin

71

Rescued cardiac and skeletal function in Lamin A/C 
deficient mice

8 mg kg−1 BW 72

Reversed age-related heart dysfunction in late life of 
mice.

14 ppm eRapa diet 73

Rejuvenation of aging heart in mice 14 ppm eRapa diet 74
Mitochondrial remodeling in old heart 14 or 42 ppm eRapa 75
Remodeling of aged lungs 14 or 42 ppm eRapa 76
Improves cardiac function in type 2 diabetic mice 0.25 mg kg−1 

rapamycin
77

S6K1 inhibition and rapamycin protects against  
myocardial infarction

0.17 mg kg−1 
rapamycin

78

Other effects (including anti-aging)
Longevity in genetically heterogeneous mice started 

in late life
14 ppm eRapa diet 33

Longevity in genetically heterogeneous mice started 
in mid life

14 ppm eRapa diet 34

Longevity in genetically heterogeneous mice for dose 
response

4.2–42 ppm eRapa 
diet

35

Longevity of inbred C23682161 57BL6/J male and 
female mice

14 ppm eRapa diet 38

Longevity in inbred C23682161 57BL6/J male mice 14 ppm eRapa diet 40
Prevention of age-related macular degeneration in 

mice
0.1 or 0.5 mg kg−1 

rapamycin
79

Contraindicated in ADPKDa and CKDb stages 3b–4 3 mg day−1 sirolimus 80
Immunoproteasome and age effects 14 ppm eRapa diet 81
Prolongs life in immune-deficient mice 14 ppm eRapa diet 82
Cancer protective effects of mTOR inhibition in  

kidney transplants
Not identified 83

Attenuation of age-associated changes in tibialis 
anterior tendon

4.2–44 ppm eRapa 84

Resistance to pneumococcal pneumonia in mice 14 ppm eRapa diet 85
Effects on adult neural progenitor cells in mice 75 µg kg−1 or 2.5 mg 

kg−1 BW rapamycin
86

Suppression of age-associated changes in ovarian 
surface epithelium

14 ppm eRapa diet 87

a Autosomal dominant polycystic kidney disease.
b Chronic kidney disease.
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results for various formulations of rapamycin. While most are anti-aging, 
results in one are noteworthy for its opposite effect and relevance to a large 
patient population in the elderly, type-2 diabetes. Chronic eRapa resulted in 
an increase in mortality in a mouse model (db/db) of this disease due to sup-
purative inflammation.43 The use of mTOR inhibitors in diseases not associ-
ated with aging is increasingly widespread (summarized in ref. 20).

15.5   TOR Reductions and Rapamycin Increase 
Longevity in Other Organisms

Although mTOR has multiple vital roles in development, accruing evidence 
suggests its early stage level of activity continued into life’s later years may 
be detrimental to adult somatic tissues/organs. Although the connection 
between mTOR and nutrient sensing was not known at the time, a hint of 
this antagonistic pleotropic relationship was evident as early as the 1930s 
in McCay et al.’s well executed survival studies showing that food restriction 
extended life span in rats.88 This relationship was also hinted at by extension 
of life span under conditions of reduced growth hormone/IGF-1,89 evidence 
for which was shown by Sharp and Bartke.90

In smaller organisms, evidence for this relationship began with reports 
showing reductions in Sch9 (yeast orthologue of S6K1) associated with 
chronological life span extension.91 Similarly, reductions of Sch9 or TOR 
were associated with extended replicative life span in Saccharomyces  
cerevisiae.92 A recent resource publication of a comprehensive analysis of 
4698 gene deletions in S. cerevisiae by McCormick et al.93 revealed 238 with 
increased life span, including 60S ribosome components, TOR and a tRNA 
transporter (LOS1). Dietary restriction and rapamycin exclude Los1 from 
the nucleus in a Rad53-dependent manner, suggesting that DNA damage 
response and mTOR converge on Los1 to regulate aging through Gcn4 
activity.94

In the nematode, Caenorhabditis elegans, knockdown of TOR (let-363) or 
the mTORC1 component raptor (daf-15) led to extended longevity.95,96 Synti-
chaki et al.97 showed that a somatic tissue-specific loss of eIF4E (a eukaryotic 
translation initiation factor regulated by mTORC1 98) reduced global protein 
synthesis, protected against oxidative stress and extended life span of C.  
elegans. In a similar vein, inhibition of mRNA translation (by inhibition of ifg-
1, worm homologue of eIF4G in mRNA cap binding complex98) extended life 
span in C. elegans.99 Additionally these authors found the inhibition of rsks-1 
(worm homologue of S6K1 regulated by mTORC1 100) increased life span. An 
RNAi screen for longevity genes in C. elegans identified 89 genes,101 among 
them the eukaryotic translation initiation factor 5 (eIF5 102). In keeping with 
reduced protein synthesis associating with extended life span, Essers, et al.103 
found that a long non-coding RNA (tts-1) associates with reduced levels of 
ribosomes, which was required for longevity extension by daf-2 (worm insu-
lin receptor) and clk-1 (mitochondrial gene) mutations. Lysosomal signaling 
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molecules appear to regulate life span in C. elegans,104 a process that might 
be regulated by TOR.105

In the fruit fly, Drosophila melanogaster, modulation of genes in the TOR 
signaling pathway extended longevity.106 Zid et al.107 found that 4E-BP, a 
translation repressor regulated by mTORC1,98 extended life span by enhanc-
ing mitochondrial activity in Drosophila. A recent study linked peripheral 
circadian clocks with dietary restriction-mediated life span in Drosophila, 
potentially through decreased TOR.108 Rapamycin fed to flies extended life 
span analogous to TOR mutants, hypothetically through TOR complex 1.109

15.6   Genetic mTOR Inhibition in Mice that Extends 
Life Span

Lamming et al.63 reported that Mtor+/−; Mlst8+/− females, but not males, 
had extended longevity, which is interesting in light of the greater effects 
of chronic rapamycin in females.35 In mice heterozygous for Rictor, a defin-
ing component of mTORC2 (Rictor+/−), or those with liver-specific knockout 
of Rictor (L-RKO), males, but not females, had a shortened life span.30 This 
led these authors to propose that mTORC2 promotes longevity (at least in 
males), while mTORC1 is anti-longevity. Since chronic rapamycin has been 
reported to destabilize mTORC2 in liver, muscle and adipose, concomitant 
with reduced S437 phosphorylation of Akt, (after refeeding),63 Lamming  
et al. suggested that this may also explain the greater beneficial effects of 
rapamycin in female life span.30 Hasty et al. did not observe this effect on 
Akt phosphorylation under chronically high rapamycin concentrations in 
the colon.57 Mice with two hypomorphic (MtorΔ/Δ)110 alleles have an increased 
life span and tissue-specific slowing of aging.111 Selman et al.112 showed that 
the knockout of S6 kinase 1 (S6k1−/−, a downstream substrate of mTORC1) 
extends life span in mice. Thus, the preponderance of evidence, both inter-
ventional (food restriction and pharmacological) and genetic studies strongly 
indicates that the mTOR network plays a key role in health and aging from 
yeast to mammals. Evidence also clearly indicates that a down regulation of 
mTORC1 leads to a longer life span. Does this result in a greater length of 
healthy living? The gold standard intervention for achieving a longer health 
span is food (or diet) restriction.113 How does rapamycin compare? John-
son et al.42 argue that chronic rapamycin represents a starting point in the 
quest for pharmacological interventions that preserve youth similarly to diet 
restriction. How does it work?

15.7   Composite Picture of mTOR Signaling 
Pathways in Aging

It is very impressive that we have seen the mTOR signaling go from the sim-
ple nutrient sensing pathway first proposed by Barbet et al.6 to the daunt-
ing picture of this system today. Figure 15.3 attempts to place our current 
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Figure 15.3    mTOR and longevity pathways. The FOXO family of transcription fac-
tors mediates the life span extension by reduced insulin/IGF-I (IIS) 
signaling, which connects to mTORC1. As a negative feedback, IIS- 
activated mTORC1 decreases IIS signaling through S6K1 and IRS-1. 
Both an upstream (tuberous sclerosis complex protein 1, TSC1; part of 
an mTORC1 negative regulatory complex) and a downstream (4E-BP1, 
a translation repressor) member of the mTORC1 pathway are regulated 
by FOXO factors. Genetic studies in C. elegans partially uncouple these 
pathways leading to suggestions of overlapping mechanisms involved 
in IIS- and mTORC1-mediated longevity extension by food restriction 
and chronic rapamycin.20 mTORC2 also connects to mTORC1 via Akt. 
mTORC1 can also be inhibitory to mTORC2 (dashed block) via S6K1 
phosphorylation of two complex components, mSIN1 and Rictor.114 
HIF-1 has a complicated relationship with mTOR. Stimulated by low 
oxygen levels, mTORC1 activates the hypoxic response by enhanc-
ing translation of HIF-1 that inhibits FOXO to increase longevity. To 
further complicate the issue, HIF-1 is thought to extend longevity 
at higher temperatures and inhibit it at lower temperatures.115 As a 
negative feedback through HIF-1, mTORC1 increases secreted IGF-1 
binding protein 5 (IGFBP5), which has the effect of decreasing IGF-1 
signaling.116 Rapamycin inhibition of mTORC1 de-represses Skn-1,  
which, together with DAF16/FOXO, activates protective genes for 
longevity extension.117 mTORC1 also has a complicated relationship 
with mitochondria biogenesis and respiration. Mitochondria proteins 
translation is promoted by mTORC1 via eIF4E sensitive translation.118 
Food restriction is likely to activate AMPK, which negatively regulates 
mTORC1 to promote longevity, which promotes mitochondria bio-
genesis through YY-1 and pGC-1α.118 Growth factors also promote Akt- 
dependent mTORC2 activation resulting in ribosome association for 
mitochondrial integrity, and for co-translational substrate phosphor-
ylation.118 Finally, mTORC1 regulates the biosynthesis of macromol-
ecules needed for cell growth through the eIF4E sensitive pathway, 
the S6K1/rpS6 pathway for RNA polymerase II transcription of ribo-
some subunit mRNAs,119 the regulation of RNA Polymerases I and 
III for transcription of ribosomal RNAs (ribosome subunit RNAs) for  
protein synthesis,119 lipid biosynthesis, storage and adipogenesis,120 
and pyrimidine121 and purine122 synthesis for nucleic acids.
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knowledge of this system into an aging context. Since mTORC1 and mTORC2 
are central to a myriad of vital cellular and organism function, elucidating the 
mechanism(s) of action of chronic rapamycin in longevity extension is going 
to be a difficult task. We still do not know how food restriction affects lon-
gevity in spite of decades of intense investigation. Presumably, a reduction 
in mTORC1 activity (analogous to rapamycin) has a role, although this is far 
from certain. Miller et al.35 reported distinct changes in food-restricted mice 
compared to those treated chronically with eRapa. Reduced protein synthe-
sis, autophagy activation, mitochondrial regulation, inflammation reduc-
tion, and preservation of stem cells are potential mechanisms (reviewed by 
Johnson et al.20) that have been proposed to play a role in longevity extension 
by mTORC1 inhibition.

Although rapamycin is a curious drug, it is also a wonderful one because 
of all that we have learned and will continue to learn about it and its cellular 
target and associated pathways that regulate aging, which, in the opinion of 
this author, is the hardest problem in biology.

15.8   Why This Is Important
According to the United Nations, the number of people 60 years or older in 
2012 was 809 743 000 (one out of nine) (http://www.un.org/en/development/
desa/population/publications/ageing/population-ageing-development-2012.
shtml). In 2050, that number expands to 2 031 337 000 (one in five). If noth-
ing is done, there is little doubt that this situation will have a huge impact 
on health care for the elderly and a significant financial burden on societ-
ies worldwide. Adult cancer, a disease of aging, exemplifies the fundamental 
flaw in our current approach to health care. In 2011, Siegel et al.123 projected 
that there would be the diagnosis of 1 596 670 new cancer cases resulting in 
571 950 deaths. Edwards et al.124 also studied how these demographics would 
affect cancer and ominously reported: (a) the number of cancer patients will 
double between 2000 and 2050; (b) a dramatic increase in the percentage 
of elderly from 30% (389 000 in 2000) to 42% (1 102 000 in 2050) in 2050;  
(c) a four-fold increase in cancer patients 85 years of age; and (d) a doubling 
of the absolute number of cancers in people 65 or older. Since people over 
65 have an age-adjusted cancer mortality rate 15 times greater than young 
people, the risk of developing and dying of cancer becomes highly signifi-
cant as the population ages. But here is the big question: if we could by some 
new miracle intervention prevent and/or cure all cancer, would this have a 
significant impact on the aging problem? There is a compelling argument 
that without mitigating other effects of aging, the economic effects would be 
significantly worsened. Here’s why. Bonneux125 estimated that eliminating all 
adult cancer would add four years to life, but would raise health care costs 
8.3% due to the costs of treating other age-caused diseases (e.g., demen-
tias, sarcopenia, frailty and diseases associated with immune senescence). 
Another example is cardiovascular diseases, the elimination of which would 
increase life span by 5.3 year and raise health care costs by 5.2%.125 In the 
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context of aging, curing single diseases, although desirable and necessary, 
is a catch-22 approach. As illustrated in Figure 15.4, aging is by far the most 
significant risk factor for a large number of diseases,20 including cancer.126.  
An ideal strategy would be to develop interventions that target “aging”, which 
would ideally also reduce the incidence or ameliorate the impact of multiple 
diseases simultaneously.

Biogerontological research has provided proof-of-principal approaches 
based on nutrients, genetic and, now, pharmacological studies in animal 
models strongly indicating that aging can be “treated” with clinical interven-
tions. These studies show that the interventions achieve both age extension 
and disease delay or alleviation, a response referred to as the “longevity divi-
dend”.127 For example, consider the huge (and still growing) body of studies 
showing that diet restriction increases maximum life span128 and improves 
most measures of health.113,129–131 Maximum extension of life span can only 
be achieved by reducing all competing causes of mortality.132 Genetic muta-
tions, such as those that reduce growth factors (e.g., pituitary dwarfism), also 
result in maximum life span extension in the laboratory (reviewed by Rich-
ardson133), reduce cancer134,135 and delay other age-sensitive traits.136

15.9   Summary
As elegantly argued by Kaeberlein, Rabinovitch, and Martin,137 I also contend 
that the time is ripe for serious consideration of the use of mTOR inhibitors 
(or other equally effective approaches) as a preventive intervention for the 

Figure 15.4    Aging, represented by the black box, is one of, if not the, hardest prob-
lems in biology. We do know it causes or at least contributes to a wide 
variety of late adult stage diseases. Rapamycin has variable effects on 
these diseases. Some it helps (green arrows) and others it hurts (red 
arrows). It appears to have both good and (not so) bad effects on the 
immune system (gold arrow) and might be better termed an immune 
modulator.82 This indicates that, while rapamycin might be an effec-
tive approach for translational gerontology, each patient will need to 
be evaluated in light of these differential effects.
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debilitating and costly effects of aging. These approaches are not theoreti-
cal any more, but are based on a substantial amount of high-quality science 
by numerous laboratories around the world. Even small effects on increased 
age-related disabilities would have an enormous positive effect economically 
and, importantly, on the overall improvement in the quality of our lives. Will 
these approaches achieve “morbidity compression” in patients is a huge 
question that deserves close scrutiny as we enter this new age of “transla-
tional geroscience”.137
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16.1   Introduction
Aging is a biological process characterized by a time-dependent loss of phys-
iological integrity, accompanied with increased risk for various diseases, 
including cancer, dementia, cardiovascular diseases, and other disorders.1 
Although extensive aging research brought great advances over recent years in 
healthy longevity, the underlying major causes of aging are not well defined. 
Because there are multiple causes and effects of aging, many theories have 
been forwarded.2 According to a recent review article, nine candidate hall-
marks are considered to contribute to the aging process.3 These nine hall-
marks of aging includes genomic instability, telomere attrition, epigenetic 
modification, loss of proteostasis, changes in nutrient sensing signaling, 
mitochondrial dysfunctions, cellular senescence, stem cell exhaustion, and 
altered intercellular communications.



Chapter 16394

Among many potential culprits of aging, changes in metabolic pathways 
and age-related chronic diseases due to low-grade inflammation seem to be a 
common occurrence.4–7 A good example is insulin resistance (IR), which rep-
resents a major metabolic problem that is commonly observed in aged peo-
ple.8 Along with IR, major metabolic impairments including obesity, type 2 
diabetes, fatty liver diseases, and atherosclerosis also increase with aging.6,9,10 
Although metabolic syndromes are associated with many biologic processes, 
including genetics and epigenetics, it has become clear that inflammation is 
a key feature.11 The term “meta-inflammation” describes the importance of 
inflammation on the onset and progression of metabolic syndrome.12,13 Col-
lectively, these age-associated alterations in metabolism and inflammation 
are intricately involved and connected. The identification of signal pathways 
that control age-related metabolism dysfunction and dysregulate inflamma-
tion is therefore crucial for a better understanding of the factors involved in 
regulation of the aging process.

In this chapter, peroxisome proliferator-activated receptors (PPARs) will be 
highlighted as important transcriptional factors with substantial potential in 
the regulation of aging process. First, changes in inflammation and metab-
olism during aging will be described, especially focusing on their mutual 
relationship. Then functions of PPARs will be briefly reviewed in the context 
of metabolism and inflammation. Thus, the involvement of PPARs in aging 
and age-related diseases will be discussed based on the roles they play in 
metabolism and inflammation according to recent evidence. Furthermore, 
newly synthesized PPAR agonists will be suggested as anti-aging drugs with 
therapeutic potential.

16.2   Age-Related Changes in Inflammation and 
Their Role in Metabolic Diseases

16.2.1   Chronic Inflammation and Aging
Current aging research focuses on chronic inflammation as a potent casual 
mediator underlying the process of aging. This age-related, low grade 
inflammation is different from classical views on inflammation as tradi-
tional inflammation was defined as a part of the body's complex biological 
response to harmful stimuli, such as pathogens, damaged cells, or other irri-
tants that may induce the acute phase response. The initial recognition of 
harmful stimuli in the body is mediated by receptors of the innate immune 
system, such as Toll-like receptor (TLRs) and NOD-like receptors. The most 
powerful players in this process are tissue resident macrophages, mast cells, 
and neutrophils.14 They effectively cope with the initial injury or infection by 
production of various inflammatory mediators, including cytokines, chemo-
kines, eicosanoids, and other physiologically active molecules.14 A successful 
acute inflammatory response leads to elimination of the cause of inflamma-
tion by a resolution process. In this context, inflammation is a protective 
process that maintains the homeostasis of individuals.
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In contrast, unresolved low-grade inflammation is different from acute 
inflammation in several aspects. When acute inflammation is not resolved, 
the inflammatory process persists and acquires new characteristics. Infil-
tration of macrophages and T cells replaces the neutrophils in the acute 
phase inflammation.15 If these secondary immune cells fail to eliminate 
the cause of inflammation, a chronic inflammatory state continues with 
the formation of massive lymphoid infiltrate-like structures, such as granu-
lomas. Although the general processes and mechanisms of chronic inflam-
mation are not fully understood, its consequences are generally associated 
with many pathological conditions including autoimmunity problems, 
inflammatory tissue damage, fibrosis, metaplasia, and other tissue degen-
erative diseases.16

Recent studies have revealed the importance of inflammation as a 
major risk factor of aging. Our lab has proposed the molecular inflamma-
tion hypothesis and presented evidence supporting that the inflammatory 
process may play a major role in the aging process.17 Accumulated data 
strongly suggest that continuous up-regulation of pro-inflammatory medi-
ators is induced during the aging process.18,19 These increases of inflam-
matory mediators and accumulation of pro-inflammatory tissue damages 
may result from multiple reasons, such as enhanced activation of the 
NF-κB transcriptional factor, the failure of the immune system to effec-
tively clear pathogens or dysfunctional host cells (immunosenescence), 
the propensity of senescent cells to secrete pro-inflammatory cytokines, 
and other homeostatic unbalances.7,20–23 Furthermore, these chronic 
inflammatory conditions are significantly associated with increased mor-
tality and morbidity in elderly people.24 Thus, importantly, the molecular 
inflammation hypothesis of aging may serve not only as a molecular basis 
for a link between normal aging and age-related pathological processes, 
but also aid in the identification of pathways that control age-related 
inflammation.

16.2.2   Roles of Inflammation in Metabolic Diseases During 
Aging

Aging is undoubtedly the most potent contributor to the etiologies of meta-
bolic diseases.9 Especially in industrialized and westernized society, it is easy 
to acquire various metabolic diseases from the current life style, like over- 
nutrition and lack of exercise. These metabolic diseases include type 2 
diabetes, cardiovascular diseases, and stroke. Along with these metabolic 
syndromes (MS), IR represents a major component of aging.11 Persistence 
of these metabolic alterations leads to impairments of metabolic organs, 
including de-regulated hepatic gluconeogenesis, adipose lipogenesis, and 
defective glucose uptake and glycogen synthesis in skeletal muscle. These 
age-related alterations were once thought to be passive players in the aging 
process, now they are considered active participants in a vicious cycle that 
can accelerate the aging process.10
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Changes in body composition account for the vast majority of declines 
in metabolic function. Increased visceral fat, which is commonly named as 
abdominal obesity, is a major contributor to IR and MS.25 As it turns out, 
adipose tissue participates in many biological processes.26 For example, 
adipose tissue is now recognized as an immune organ that secretes various 
adipokines and pro-inflammatory cytokines that contribute to the patho-
genesis of IR and age-associated chronic diseases.27 In addition, a decline in  
endocrine function also contributes to age-related metabolic dysregulation.

Age-related changes in growth hormone (GH), insulin-like growth factor-1 
(IGF-1), and sex steroids are known to be linked to the aging process. GH/
IGF-1 signaling pathways are particularly of interest because they elicit the 
same effect as insulin. GH/IGF-1 secretion markedly decreases with aging, 
and decreased levels of IGF-1 are associated with an increased risk of meta-
bolic disorders.28 Since nutrient sensing signaling is deregulated with aging, 
age-related decline of GH/IGF-1 signaling should also be considered import-
ant. Other changes including changes in energy sensing systems (mTOR, 
AMPK, and sirtuins), mitochondria dysfunction, and epigenetic modifica-
tion also cause metabolic problems during aging.9,10

One recent study showed the importance of hyperthalamic inflammation 
(especially involved in NF-κB signaling) in aging.23 Because study results show 
that the hypothalamus plays a pivotal role in the regulation of whole-body 
metabolism including appetite, glucose metabolism and lipid metabolism 
via endocrine system regulation, these findings suggest that uncontrolled 
inflammation in the hypothalamus may modulate systemic aging and meta-
bolic disorders. Moreover, abnormal increases in several metabolites accom-
panying metabolic syndrome can directly influence inflammation. Among 
the numerous metabolites increased in metabolic diseases, saturated fatty 
acids (SFAs) and ceramides are potent inflammation inducers.29 Collectively, 
these age-related alterations in inflammation and metabolism are active par-
ticipants in a vicious cycle that can accelerate the aging process and onset of 
metabolic diseases.

16.3   Functions of PPARs in the Regulation of 
Metabolism and Inflammation

16.3.1   PPAR Signaling and Metabolism
PPARs are ligand-activated transcriptional factors belonging to the nuclear 
receptor superfamily.30 PPARs are classified into three types: PPARα, PPARβ/δ, 
and PPARγ. By binding to PPAR-responsive regulatory elements (PPRE) with 
heterodimeric formation with retinoid X receptor (RXR), PPARs control the 
expression of networks of genes involved in a broad spectrum of biological 
processes including metabolism, inflammation, cellular proliferation, and 
tissue remodeling.31 Although PPARs regulate various cellular processes, 
the most important role of PPARs is regulation of energy metabolism. 
Thus, PPARs agonists/antagonists are proposed to be promising therapeutic  
targets for the treatment of various metabolic diseases (Figure 16.1).30
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PPARα is highly expressed in liver, kidney, brown adipose tissue, and to a 
lesser extent, in muscle, heart, intestines, and cells from the vascular walls.32 
PPARα can be activated by certain endogenous and synthetic ligands, such as 
PUFAs, eicosanoids, and fibrates.31,33 When ligands bind to PPARα, a confor-
mational change of PPARα induces its interaction with RXR, which facilitates 
nuclear translocation. The PPARα-RXR heterodimer binds with coactivator 
proteins and recruits RNA polymerase for transcription of specific genes.34 
The major function of PPARα is to promote fatty acid utilization in the liver.32 
Major genes regulated by PPARα include genes involved in mitochondrial and 
peroxisomal β-oxidation, fatty acid uptake and binding, lipoprotein assembly 
and transport. PPARα null mice display a fatty liver-like phenotype resulting 
from shortage of fatty acid utilization.35,36 In conditions such as starvation 
or fasting that require fatty acids as energy source, PPARα plays a pivotal role 
for the up-regulation of gene expression necessary to fulfill the energy needs 
in these situations.36 PPARα also regulates ketogenesis in the liver, which is 
critical to the adaptive response to fasting.37 Furthermore, the induction of 
the pro-longevity hormone, fibroblast growth factor 21 (FGF21), by PPARα 
during fasting appears to play an important role in regulating whole body 
lipid metabolism.38,39

PPARβ/δ shares similar functions with PPARα.40 PPARβ/δ plays a key role in 
lipid and cholesterol metabolism. It is ubiquitously expressed and has a cru-
cial role in fatty acid oxidation in key metabolic tissues such as muscle, liver, 
adipose tissue, and heart. Recent evidence strongly suggests that PPARβ/δ is 
an integral component in a transcriptional network that regulates brown fat 
metabolism.41 Through regulation of PGC1α and UCP-1, PPARβ/δ showed its 
powerful fat burning activity in adipose tissues.41 Although the regulatory 

Figure 16.1    Effects of PPARs activation on metabolism and inflammation. Activa-
tion of PPARs results in beneficial effects on metabolism and inflam-
mation. PPAR activation improves metabolic parameters leading to 
decreased metabolic syndrome severity. In addition, activation of 
PPARs also regulates inflammation and immune systems, which can 
suppress inflammatory diseases.
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mechanisms and beneficial effects of PPARβ/δ are not fully understood, 
recent studies have shed light on its physiological roles.31

PPARγ is a master regulator of adipogenesis.42 It is most highly expressed 
in white adipose tissue (WAT) and brown adipose tissue (BAT), where it mod-
ulates whole-body lipid metabolism and insulin sensitivity. PPARγ exists as 
two isoforms, PPARγ1 and PPARγ2, because of alternative splicing and dif-
ferential promoter usage.43 The expression of PPARγ2 is restricted to adipose 
tissue under normal physiological condition, whereas PPARγ1 is expressed 
widely. Originally, PPARγ was described as a factor that permits differenti-
ation of preadipocytes into adipocytes.44 PPARγ null mice lacked adipose 
tissue, demonstrating that PPARγ is required for adipocyte differentiation.45 
Likewise, PPARγ directly induces many genes involved in adipocyte lipid 
storage. In addition to its role in regulation of adipose tissue differentiation 
and lipid metabolism, PPARγ also regulates glucose homeostasis.46 PPARγ 
directly regulates the expression of glucose transporter type 4 (Glut4) and 
c-Cbl-associated protein (CAP), which is important for glucose homeostasis. 
PPARγ also controls the expression of numerous factors secreted from adi-
pose tissue that influence insulin sensitivity. Therefore, PPARγ can play an 
important role in regulating metabolism and may be involved in achieving 
the insulin sensitizing effect.

16.3.2   PPARs and Inflammation
Although the main role of PPARs is regulating metabolic homeostasis in var-
ious pathophysiologic conditions, recent evidence has revealed a new role 
of PPARs as regulators of inflammation (Table 16.1).47–49 This newly discov-
ered anti-inflammatory feature of PPARs potentiated its role as an important 
metabolic regulator because many metabolic disorders are accompanied by 
pro-inflammatory states, as discussed in the previous section.

The well-characterized anti-inflammatory effects of all three PPAR isotypes 
are shown through the trans-repression of important transcription factors 
in inflammation. The most important regulators of inflammation, includ-
ing NF-κB, activator protein-1 (AP-1), ATF family, and signal transducer and 
activator of transcription (STAT) family, are known to be regulated by PPARs 
through trans-repression mechanisms.50,51 Activation of PPARs leads to 
repression of inflammatory cytokines and molecules through repression of 
these transcriptional factors. There are several proposed mechanisms for the 
possible interaction between PPARs and several transcription factors. First, 
the co-activator competition model proposes that NF-κB and PPARs use an 
overlapping set of co-activator proteins. In this scenario, PPARs compete 
with NF-κB for binding to the co-activators, thereby regulating its transcrip-
tional activities.50 The second model proposes direct interactions between 
PPARs and other transcriptional factors, resulting in the inhibition of tran-
scriptional activity of one or both factors.50,52,53 Lastly, the co-repressor-de-
pendent model explains that PPAR ligands mediate the trans-repression of 
inflammatory genes by preventing the clearance of co-repressor complexes.51 
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These trans-repression mechanisms generally explain the anti-inflammatory 
effects of all three PPAR isotypes, but differ in the specific subtype and its 
individual interaction transcriptional factors.

Activated PPARα interferes with the recruitment of glucocorticoid recep-
tor alpha (GRα) to glucocorticoid response element (GRE) and blocks the 
expression of GRE-associated genes.54,55 Although GRE-associated genes 
are repressed, PPARα cooperates with activated GRα for trans-repression 
on NF-κB.54 Estrogen receptor-mediated anti-inflammatory effects are also 
associated with PPARα, although further analyses are needed. PPARα also 
inhibits pro-inflammatory response by direct interaction with p65 subunit 
of NF-κB.52,53 There are also other possible mechanisms that could explain 

Table 16.1    Synthetic anti-inflammatory/anti-aging PPAR ligands.

Compounds Target Model Effects Ref.

Wy-14,643 PPARα Obese diabetic 
KKAy mice

Increase in adiponec-
tin receptor, reduce 
inflammation

144

CP900691 PPARα Diabetic cynomol-
gus monkey

Improvement of lipid, 
glucose metabolism

145

GW501516 PPARβ/δ Microglial and 
astrocytes brain 
inflammation 
model

Anti-inflammation 
effects

146

C2C12 and human 
skeletal muscle 
cells

Attenuation of inflamma-
tion and improvement 
of insulin resistance

147

ApoE−/− atheroscle-
rosis mice

Anti-inflammation 
effects

80

MBX8025 PPARβ/δ Combined dyslipid-
emic patients

Improvement of various 
metabolic parameters

148

Pioglitazone PPARγ Parkinsonian 
monkey

Anti-inflammatory and 
neuroprotective effects

149

Diabetic patients Anti-inflammation 150
Aged rat Retards age-related renal 

function
128

Rosiglitazone PPARγ Aged rat Attenuates age-related 
neuroinflammation

151

MHY-908 PPARα/γ dual 
agonist

Aged rat Reduces inflammation 
and insulin resistance

129

db/db obese mice Anti-diabetic effects 152
Tesaglitazar PPARα/γ dual 

agonist
ApoE*3Leiden mice Anti-atherosclerosis, 

anti-hypercho-
lesterolemic and 
anti-inflammation

153

CG301269 PPARα/γ dual 
agonist

db/db obese mice Improvement of glucose 
and lipid metabolism

154

Cevoglitazar PPARα/γ dual 
agonist

Obese mice; dia-
betic cynomolgus 
monkey

Reduction of body 
weight; improvement 
of overall metabolic 
parameters

155
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the anti-inflammatory effects of PPARα. PPARα, by directly increasing IκBα, 
can inhibit translocation of NF-κB to the nucleus and subsequently suppress 
transcriptional activity.56 Furthermore, PPARα exerts its anti-inflammatory 
effect through regulation of leukotriene B4 (LTB4). LTB4 is a potent pro-in-
flammatory lipid mediator that is increased in various forms of inflammation 
through lipoxygenase (LOX) activity. Since LTB4 is a direct ligand for PPARα 
and since PPARα increases the expression of cytochrome P450 and β-oxida-
tion enzymes responsible for the breakdown of LTB4, PPARα can likely con-
tribute to the resolution of inflammation through this mechanism.57,58

PPARγ also has several anti-inflammatory effects through trans-repression 
or other mechanisms. PPARγ agonists were shown to decrease inflammatory 
responses in several innate immune cells.59,60 Pascual et al.51 reported that 
PPARγ interacts with a protein inhibitor of the activated transcription fac-
tor (PIAS1), the physiological role of which is to facilitate the localization of 
PPARγ to the NCoR complexes on the promoters of inflammatory genes. Con-
sequently, PPARγ inhibits NF-κB-mediated inflammatory gene expressions 
in a trans-repression manner. Furthermore, PPARγ is an important tran-
scriptional factor for the alternative macrophage activation that shows anti- 
inflammatory properties needed for resolution of inflammation.61 Although 
the Th2 cytokines (IL-4, IL-13) are needed for the alternative macrophage 
activation, the acquisition and maintenance of this phenotype require PPARγ 
activation.61

To understand the action of PPARβ/δ on inflammation, a description on 
Bcl6 is needed. The release of Bcl6 is known to contribute to several of the 
anti-inflammatory actions.62 The dissociation of Bcl6 from activated PPARβ/δ 
renders this cofactor available for gene repression, such as MCP1 and IL-1β.62 
The inhibition of NF-κB signaling is another common mechanism for the 
anti-inflammatory actions of PPARβ/δ, although the clear mechanisms are 
not fully understood yet.63,64 Induction of anti-inflammatory genes may also 
be another mechanism for the PPARβ/δ’s anti-inflammatory actions. Some 
anti-oxidant genes and anti-apoptosis genes are induced by PPARβ/δ, which 
can indirectly suppress inflammation.65,66 More directly, PPARβ/δ induces the 
well-known anti-inflammatory mediator TGFβ.67

16.4   Evidence for Involvement of PPARs in  
Age-Related Inflammatory Diseases and Aging

As mentioned above, aging is characterized by time-dependent changes in 
physiological functions accompanied by pathological diseases. Evidence from 
many recent studies has linked chronic inflammation to the progression of 
age-related diseases including arthritis, cardiovascular diseases, dementia, 
inflammatory bowel diseases, and metabolic syndrome. In this regard, it is evi-
dent that the ability of PPARs as regulators of inflammation and metabolism 
will retard age-associated diseases. Several reviews already cover a great deal 
of information regarding the role of PPARs in regulation of metabolism.42,68–70
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16.4.1   The Role of PPARs in Age-Related Inflammatory 
Diseases

16.4.1.1  Atherosclerosis and Cardiovascular Diseases
It has been suggested that chronic vascular inflammation underlies the 
pathogenesis of atherosclerosis.71 Although atherosclerosis is traditionally 
viewed as a sole metabolic disease with abnormal lipids in systemic circu-
lation, the inflammatory component of atherogenesis is increasingly being 
recognized.72 It is now known that inflammation participates in all stages of 
atherosclerosis including initiation and progression of atherogenic dyslipid-
emia. Chronic low-grade inflammation also participates in cardiac hypertro-
phy and heart failure.73 In this respect, PPARs are involved in the progression 
of atherosclerosis and other cardiovascular diseases and therefore they are 
promising targets for treatment of these diseases.

Roles for PPARα in the progression of atherosclerosis are well docu-
mented. PPARα agonists suppress the progression of atherosclerosis by 
inhibiting foam cell formation in a low-density lipoprotein receptor (LDLR)- 
deficient mice model.74 Furthermore, PPARα expression in macrophages 
showed strong anti-atherogenic effects in an LDLR-deficient mice model via 
modulation of cell cholesterol trafficking and inflammation.75 Interestingly, 
miRNA-21 induced by shear stress decreased PPARα expression and activated 
pro-inflammatory AP-1, demonstrating the anti-atherogenic role of PPARα.76 
PPARα also controls cardiac hypertrophy by reducing inflammation and reg-
ulating metabolism. A PPARα agonist inhibited hypertrophy of neonatal rat 
cardiac myocytes.77 The role of PPARα in hypertrophy is also demonstrated 
using PPARα deficient mice in response to chronic pressure overload.78 In 
addition, PPARα in association with NAD+-dependent deacetylase, SIRT1, 
reduces inflammation and cardiac hypertrophy.79 PPARβ/δ also inhibits 
atherosclerosis and cardiac hypertrophy.80 The synthetic PPARβ/δ agonists 
reduced atherosclerosis in LDLR-deficient mice by decreasing pro-inflam-
matory mediators.81,82 Activation of anti-inflammatory mediator Bcl-6 seems 
to contribute to the anti-atherogenic role of PPARβ/δ.82,83 Similarly, PPARβ/δ 
agonists normalize cardiac substrate metabolism and reduce cardiac hyper-
trophy.84 Activated PPARβ/δ also dampens LPS-induced inflammatory signal-
ing in cardiomyocytes, and it blocks lipid-induced inflammatory pathways 
in mouse heart and human cardiac cells.85,86 PPARγ shows its anti-athero-
genic activity in various cells, including endothelial cells, macrophages, and 
smooth muscle cells. The disruption of PPARγ in macrophages and smooth 
muscle cells increases atherosclerosis.87,88 Endothelial PPARγ prevents the 
initiation of atherosclerosis by enhancing endothelial cell function.89 There 
are conflicting outcomes on the role of PPARγ in cardiac physiology. Expres-
sion of PPARγ in macrophages attenuates progressive cardiac fibrosis occur-
ring in diabetic cardiomyopathy.90 However, cardiomyocyte expression of 
PPARγ can lead to cardiac dysfunction implying cell-specific functions for 
PPARγ.90,91
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16.4.1.2  Alzheimer’s Disease
The number of individuals with Alzheimer’s disease (AD) is dramatically 
increasing with the aging of the population. Analyses of genetic background 
and animal models suggest a pivotal role of amyloid β peptide (Aβ) and neu-
rofibrillary tangles in AD, although the biological basis of AD is still poorly 
understood. One key hallmark of the AD brain is the inflammatory processes 
that exert neurotoxicity during aging.92,93 Excessively activated microglia and 
astrocytes in the brain accelerate amyloid plaque formation. Microglial acti-
vation along with increased inflammatory cytokines and chemokines may 
deteriorate neuronal loss and accelerate progression of AD. This extensive 
innate immune gene activation accompanies brain aging, increasing vulner-
ability to cognitive decline and neurodegeneration.93

There are several recent investigations supporting the anti-inflammatory 
role of PPARs in AD and brain aging. Among the three PPAR isotypes, PPARγ 
showed prominent effects on the delay of AD onset. The initial studies explor-
ing the roles of PPARγ in AD were based on people with long-term intake 
of non-steroidal anti-inflammatory drugs (NSAIDs) and PPARγ ligands.94,95 
Long-term NSAID treatment reduces AD risk, and it was suggested that 
PPARγ stimulation may be involved in this beneficial effect.96 Various in vivo 
and in vitro investigations further demonstrated the anti-inflammatory roles 
of PPARγ activation.97 In addition, PPARγ agonists have been demonstrated 
to directly suppress the Aβ-mediated activation of microglia and prevent neu-
ronal cell death.98 Further, animal and clinical studies using pioglitazone 
and rosiglitazone demonstrated the role of PPARγ activation in the preven-
tion of AD.97,99 Although the beneficial effects of PPARγ agonists on AD are 
clear and evident, the underlying molecular mechanisms must be elucidated 
in future studies. Interestingly, recent studies revealed the beneficial role of 
PPARβ/δ on AD. Activation of PPARβ/δ agonists reduced the amyloid burden 
and exerted neuroprotective effects in a mouse model of AD.100,101

16.4.1.3  Inflammatory Bowel Diseases
Inflammatory bowel diseases (IBD) are generally thought to be diseases of 
young individuals. However, IBD among the elderly are becoming common 
with growing incidence and prevalence rates.102 Compared with younger IBD 
patients, dysregulation of the immune system and chronic inflammation 
play more important roles in older-onset IBD.103 In this respect, the age-asso-
ciated increase in inflammation should be considered as an important factor 
for older-onset IBD. PPARs are broadly associated with onset and progression 
of IBD.

PPARγ exerts its most powerful effects on suppression of IBD. Natural 
and synthetic ligands of PPARγ reduce colitis in experimental animal mod-
els.104,105 Furthermore, cell-specific deletion of PPARγ in epithelial cells, 
macrophages, and T cells has demonstrated the role of PPARγ in a colitis 
model.106–108 In addition, PPARγ also maintains antibacterial effects of 
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epithelial cells by expression of a subset of β-defensins.104 Accordingly, it is 
important to maintain proper activity of PPARγ by therapeutic or nutritional 
means to prevent colonic inflammation, which contributes to the progres-
sion of IBD. Although experimental evidence and precise mechanism studies 
are insufficient, PPARα agonist also showed anti-inflammatory effects in a 
colitis model. The deletion of PPARα or supply of exogenous PPARα ligands 
reduce the degree of colitis induced by dinitrobenzene sulfonic acid (DNBS) 
and dextran sulfate sodium (DSS).109,110 The role of PPARβ/δ in colitis was 
controversial in mouse models of IBD, so additional studies are needed to 
fully address its exact roles.111,112

16.4.2   PPARs in Aging and Longevity
Increasing evidence demonstrates the PPARs' intimate involvement in the 
aging process. Whether or not associated with age-related inflammation, the 
decreased expression or activity of PPARs during aging is detected commonly 
in various tissues. In aged rat kidney, decreased PPARα and PPARγ expression 
were detected both in mRNA and protein levels.113 Furthermore, binding activ-
ity of PPARs was also decreased during the aging process in the kidney.113 Aged 
rat heart also showed decreased PPARα expression followed by target-gene 
reduction.114 PPARγ expression during aging in metabolically important tissues 
(adipose tissue, muscle) also decreased in aged rodents, indicating possible 
association of PPARγ with insulin resistance during aging.115,116 Interestingly, 
spleen PPARα levels were also decreased during aging, implying the possible 
relevance of the immune system and PPARs during aging.117

More direct evidence on the important role of PPARs in the aging process 
comes from observation of PPARα knockout mice. As explained in a previous 
chapter about the role of PPARα in lipid metabolism, PPARα null mice exhib-
ited a number of defects in lipid metabolism and lipid accumulation in the 
liver.35,36,118 In addition to altered lipid metabolism, Poynter and Daynes first 
reported a premature and enhanced age-dependent increase of oxidative 
stress and NF-κB activation in PPARα knockout mice.53 The administration of 
PPARα ligands to aged mice restored cellular redox balance as well as highly 
activated inflammatory response, which was not detected in PPARα knock-
out mice.53 These results suggested that PPARα plays an important role in 
maintaining proper levels of oxidative stress and inflammation during aging. 
Howroyd et al. further expanded the role of PPARα during aging. The authors 
showed that PPARα knockout mice had decreased longevity compared with 
wild type mice. Reduced longevity in PPARα-null mice was associated with 
increased levels of various non-neoplastic spontaneous aging lesions.119 
Although direct evidence for the link between PPARγ and longevity are lack-
ing because of the lethality of PPARγ knockout mice during embryogenesis, 
various studies suggest the important role of PPARγ in aging. PPARγ variants 
were reported to have an essential role in aging in humans with low insulin 
resistance.120,121 In addition, Klotho, which is a transmembrane protein that 
suppresses aging, is directly regulated by PPARγ, suggesting possible links 
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between PPARγ and aging.122 Interestingly, one recent study indicated PPARγ 
as an important longevity gene especially in white adipose tissue (WAT).123 
In silico, these authors found that both transcriptional signatures of the 
PPARγ signaling pathway and of the PPARγ agonist rosiglitazone overlapped 
in the subnetwork of their longevity-associated genes. Further in vivo experi-
ments demonstrated the role of PPARγ in life span using WAT-specific PPARγ 
knockout mice.123 These genetic approaches and other available biological 
evidence strongly suggest the very complicated involvement of PPARs in 
age-related diseases and aging processes.

16.5   Anti-Aging and Therapeutic Potentials of New 
PPAR Agonists

To date, many endogenous ligands and natural compounds have been dis-
covered as PPARs activators, and new synthetic chemical compounds are 
being developed to activate PPARs.124 Endogenous ligands, including polyun-
saturated fatty acids and some eicosanoids like prostaglandins and leukot-
riene, are produced in the metabolic pathways of fatty acids and regulate an 
individual's metabolism.125 In addition to endogenous PPARs ligands, many 
PPAR agonists are developed based on a ligand binding site. The hypolipid-
emic fibrate and antidiabetic thiazolidinedione (TZD) classes of drugs are two 
representative PPAR agonists that activate PPARα and PPARγ, respectively.126

As activation of PPARα is known to increase β-oxidation-associated gene 
expression, fibrates decrease high triglyceride-containing lipoproteins 
and improve overall lipid profiles. Fibrates also increase insulin sensitivity 
and reduce plasma glucose levels. TZD drugs are used in the treatment of 
type 2 diabetes mellitus as TZD increases insulin sensitivity. In particular, 
PPARγ activation by TZD prevents lipotoxicity by regulating adipose tissue 
lipid accumulation and protects non-adipose tissues (liver, skeletal muscle) 
against excessive lipid overload. Furthermore, activated PPARγ by TZD also 
permits adequate secretion of leptin and adiponectin, which are mediators of 
insulin action in peripheral tissues. Collectively, considering the wide range 
of actions of PPAR agonists, PPAR modulators are suggested to be promising 
agents for the treatment of metabolic disorders, including hyperlipidemia, 
hyperglycemia, and type 2 diabetes.

As mentioned earlier, the PPAR family has dynamic roles, including reg-
ulation of inflammation, immunity, cell proliferation, and tissue remodel-
ing. As a consequence, some PPAR agonists have shown beneficial effects 
in various diseases, including atherosclerosis, cardiovascular diseases, Alz-
heimer's disease, inflammatory bowel diseases, and renal diseases.126,127 
Although the roles of PPAR activation in various disease models are fairly 
well demonstrated, their beneficial roles in the aging process are not fully 
verified. Recently, several studies have investigated the roles of PPAR ago-
nists in pathophysiological changes during the aging process. Yang et al.  
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investigated the role of a PPARγ agonist, pioglitazone, in renal injury during 
aging.128 Pioglitazone effectively reduced proteinuria, sclerosis, and cellu-
lar senescence and improved GFR by activating PPARγ. The authors found 
that increased oxidative stress associated with mitochondrial dysfunction 
can contribute to renal injury during aging, and pioglitazone can protect 
the aged kidney by increasing klotho and reducing protein kinase C-β and 
p66Shc phosphorylation.128 More recently, the effects of a newly synthe-
sized PPARα/γ dual agonist, MHY-908, were evaluated in aged rat liver and 
kidney.129 In this study, MHY-908 effectively improved serum metabolic 
profiles and insulin resistance and reduced lipid accumulation and endo-
plasmic reticulum (ER) stresses in aged rats. It also suppressed age-related 
renal inflammation by inhibiting NF-κB signaling pathway. Although the 
effects of PPARs agonists still need to be further demonstrated in aging, 
current experimental data strongly suggest a beneficial role of PPARs  
agonists during aging.130

The clinical use of the PPARα agonists fibrates and PPARγ agonist TZDs, 
however, was associated with a number of adverse effects. Although fibrates 
are generally well tolerated, continuous PPARα activation by agonists is 
known to cause hyperproliferations of hepatocytes leading in several cases to 
liver cancers in rodent studies.131 However, in most of the studies, the doses 
shown to increase the risk of cancer development were higher than the rec-
ommended doses for humans.132 TZDs commonly show more severe adverse 
effects, including weight gain, fluid retention, and bone fracture.125 Further-
more, the two most widely used TZDs, rosiglitazone and pioglitazone, also 
show adverse side effects owing to their off-target activity.125 These undesir-
able effects of PPAR agonists are an unresolved problem that limits the use 
of these drugs clinically. In addition, numerous PPAR agonists have been 
dropped from the market due to their severe adverse effects.126

Presently, some clinical trials with more specific PPAR subtypes are in 
progress, and investigations are ongoing to develop new types of PPAR ago-
nist. New selective PPARγ agonists are currently being developed to minimize 
the side effects of existing PPARγ agonists.133,134 Dual PPAR agonists, i.e.,  
glitazars, are currently under active investigation for co-treatment of hyper-
lipidemia and type 2 diabetes. These dual agonists are designed to provide 
a better balance between efficacy and side effects. Although some dual ago-
nists showed similar adverse effects with PPARγ agonists, the further inves-
tigation on more balanced dual agonists is very promising.125 In addition, 
there is continuing research and development of new dual α/γ and α/δ ago-
nists and α/γ/δ pan agonists for additional therapeutic indications.135 These 
newly developed agonists may have not only anti-diabetic effects but also 
exhibit anti-inflammatory, anti-coagulation action, and beneficial effects on 
the cardiovascular circulation system.126

Although some PPAR agonists show beneficial effects on age-related met-
abolic/inflammatory changes, their side effects have not been fully consid-
ered and the extent of their efficiency is still questionable. Overall, it can 
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be suggested that newly developed PPAR agonists with minimum adverse 
side effects will have beneficial effects on aging and age-related diseases, 
and it is important to evaluate their anti-aging effects experimentally and 
clinically.

16.6   Effects of Anti-Aging Calorie Restriction on 
PPAR Modulation

One interesting aspect of PPARs is their involvement in calorie restriction 
(CR), which is well known as an effective anti-aging treatment. It was firmly 
established that CR markedly increases median and maximum life span in 
several species including mammals.136 Although the precise mechanisms 
of the action of CR on aging and longevity are not fully established, several 
plausible mechanisms have been proposed. Generally, CR is known to alter 
various physiological functions, including lipid and carbohydrate metabo-
lism, the immune system, and inflammation.137 Among the many changes 
occurring during CR, various metabolic processes are known to be changed 
most substantially. CR reduces overall energy expenditure and also alters 
insulin sensitivity and insulin signaling, neuroendocrine functions, and 
stress response.138 In addition, CR also exerts its benefits through induc-
ing the antioxidative defense mechanisms to suppress age-related oxidative 
stress. Interestingly, some changes occurring during CR seem to be simi-
lar to those induced by PPAR activation. Several pieces of evidence suggest 
the possibility that PPARs mediate the effects of CR by modulating similar  
signaling pathways.

Although PPARs are regulated by CR and mediate some beneficial effects 
of CR, the effects are organ-specific.139 Furthermore, depending on the exper-
imental designs and animals used, a decrease, an increase, or no changes 
are observed in the expression of PPARs in response to CR.139 One most rea-
sonable explanation of the relationship between CR and PPAR comes from 
changes of hepatic PPARα levels by CR in comparison to ad libitum (AL, free 
access to food)-fed mice.140,141 Increased hepatic PPARα expression may play 
an adaptive role in regulating glucose homeostasis to prevent hypoglycemia 
during CR.36 In addition, Corton and Brown-Borg demonstrated that 19% 
of genes (mostly involved in metabolism and inflammation) changed by 
CR were dependent on PPARα142 as the protective effects of CR were lost in 
PPARα null mice. These findings indicate that PPARα plays an important role 
in mediating the action of CR and suggest that PPARα agonists may act as 
plausible CR mimetics.

CR experiments in aged rats also suggest the relationship with PPAR. Sung 
et al. first reported that the levels of PPARα and PPARγ decreased in aged 
rat kidneys.113 They found that in young healthy rats, CR did not have any 
effects on the levels of PPARα and PPARγ expression. However, CR in aged rat 
kidneys increased PPARα and PPARγ expression compare to ad libitum-fed 
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aged rat kidneys. An age-related decrease in PPAR binding activity was also 
slowed by CR in aged rat kidneys. To further examine the possible role of 
PPARα and PPARγ in age-related inflammation, lipopolysaccharide (LPS) 
treatments were administered to young and aged rats. Treatment with LPS 
deceased the levels of both PPARs in young and aged rat kidneys, but the 
extent of this decrease was greater in aged rat kidneys.113 The authors further 
compared the effect of the PPARγ agonist with CR on the aging process of rat 
kidneys.143 PPARγ activation by its agonist suppressed age-related oxidative 
stress and inflammation through inhibiting the NF-κB signaling, just like 
the CR effects. Collectively, the authors concluded that down-regulation of 
PPARs in the aged rat kidneys might be related to age-related oxidative stress 
and inflammation, and those conditions could be reversed by CR or PPAR 
activation.

16.7   Conclusion
PPARs have been extensively investigated since their discovery as ligand- 
dependent nuclear transcriptional receptors. The roles of PPARs are also well 
characterized. Because PPARs control patterns of gene expression involved in 
a broad spectrum of biological processes, including metabolism and inflam-
mation, the PPAR family has been proposed to be an attractive target for vari-
ous pharmacological interventions. Through continued efforts, several PPAR 
agonists (fibrates for PPARα, TZDs for PPARγ) have been developed and used 
for the treatment of metabolic diseases.

More recently, PPARs have been shown to be associated with aging in many 
aspects. In the aging process, increased low-grade chronic inflammation is 
commonly observed and its association with various age-related diseases is 
well documented. In particular, an age-related increase in inflammation is 
strongly associated with progressive deterioration of metabolic function. 
Recent evidence also strongly suggests PPARs as key modulatory transcrip-
tion factors responsible for the suppression of inflammation through regula-
tion of NF-κB. The anti-inflammatory actions of PPARs were further verified 
by in vitro and in vivo studies that indicate the importance of PPARs as major 
players in the pathogenesis of many inflammatory diseases. Furthermore, 
more recent studies suggest that PPARs agonists can directly reduce age-re-
lated inflammation and thereby modulate the pathophysiology of aging. 
Because currently available PPAR agonists have unwanted adverse effects, 
great efforts are being made to develop more selective PPAR agonists without 
adverse effects. In addition, balanced activation of PPARs through dual- or 
pan-agonists provides a better strategy in controlling age-related diseases. 
Concluding, it can be assumed that better understanding the association 
between aging and PPARs can further lead to the development of new thera-
peutic agents (including PPAR agonists) that modulate aging and age-associ-
ated diseases (Figure 16.2).
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17.1   Introduction
During the last decade, there has been a burst of interest in the geropro-
tective, anti-aging and cancer prevention potential of the antidiabetic bigu-
anide metformin. More than 120 million prescriptions of metformin are 
written yearly for treatment of type 2 diabetes mellitus and this may have 
already saved more people from cancer death than any other drug in his-
tory.1 Recently, an impressive project of clinical trial called TAME (Targeting 
Aging with Metformin) was proposed by Nir Barzilai and colleagues (Albert 
Einstein College of Medicine in New York).2,3 Metformin will be administered 
for 5–7 years to 3000 people aged 70–80 years who already have one or two of 
three age-associated diseases (heart disease, cancer, cognitive decline). The 
authors expect that metformin will delay these pathologies and death. Per-
sons with type 2 diabetes cannot be enrolled because they were already being 
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treated with metformin. This project is based on data showing increased life 
span of mice and rats supplemented with metformin and on results of clini-
cal observations that demonstrated decrease of mortality in diabetic patients 
treated with metformin.4–7 Moreover, a 15% increase was reported in survival 
of type 2 diabetic patients primarily treated with metformin as compared 
with healthy people without diabetes.8 These findings and the planning of 
the TAME clinical trial2 raise the question of the safety of long-term adminis-
tration of metformin in non-diabetic people. In this chapter, we mainly eval-
uate the available results of preclinical studies on the geroprotective effects 
of metformin (N,N-dimethylbiguanide) and other antidiabetic biguanides, 
phenformin (1-phenylethylbiguanide), and buformin (1-butylbiguanide 
hydrochloride), and give perspectives on their wide introduction in clinical 
practice. We focus mainly on end-point results of studies to get answers to 
two critical questions: (1) could biguanides promote life span extension in 
non-diabetic individuals? and (2) are they safe for long-term treatment? The 
mechanisms of the geroprotective, anti-carcinogenic and antitumor effects 
of biguanides are being intensively studied at present. The findings of these 
investigations are reported in a lot of comprehensive reviews.9–12

17.2   Milestones in Research on Biguanides as Drugs 
for Aging Prevention in Rodents

In the early 1900s, guanidine was identified as an active compound of the 
botanic medicine plant Galega officinalis (French Lilac), which was commonly 
used in medieval Europe for the treatment of polyurea in diabetic patients.13 
However, due to the discovery of insulin in 1921, only 30 years later the first 
biguanides (phenformin, buformin and metformin) were synthesized. The 
drugs were approved in the middle of the last century in the USA and Europe 
for the treatment of type 2 diabetes mellitus.

In 1971, Dilman14 proposed that antidiabetic biguanides may be promis-
ing as potent anti-aging and anti-cancer drugs. In the middle of the 1970s, he 
initiated a series of experiments in mice and rats in the N.N. Petrov Research 
Institute of Oncology to prove this suggestion. In 1974, it was shown for 
the first time that phenformin inhibits 7,12-dimethylbenz(a)anthracene 
(DMBA)-induced mammary carcinogenesis in female rats.15 Five years later, 
the first article on the inhibitory effect of phenformin on spontaneous mam-
mary carcinogenesis and life span extension in female C3H/Sn mice was pub-
lished.16,17 At the same time, we reported the results of studies of the impact 
of buformin and phenformin on the aging of the reproductive system, life 
span and incidence of spontaneous tumors in female rats.18–20 In the same 
period, a lot of research studies showed the capacity of biguanides to prevent 
chemically- and irradiation-induced carcinogenesis in rodents. Data on the 
cancer preventive and anti-tumor effects of biguanides have been analyzed 
in some recent papers.21–23 In 2005, it was shown that metformin prolongs 
the life span and inhibits the development of mammary adenocarcinomas 
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of cancer-prone female transgenic HER-2/neu mice.24 In 2008, we observed a 
38% increase in life span delay in female SHR mice treated with metformin 
starting from the age of 3 months.25 Then, it was for the first time shown that 
metformin is less effective as a geroprotector in adult and old females of the 
same strain.26 We also observed that the effects of metformin depend on the 
sex of the animals—it extended the life span in female but reduced it in male 
129/Sv mice.27 At the same time, Smith et al.28 failed to increase life span 
in male F344 rats by treatment with metformin. Notably, the neonatal treat-
ment of 129/Sv mice with metformin inverted its gender-dependent effect: 
in males an increase of life span was observed whereas the female longevity 
was reduced.29

17.3   Effect of Antidiabetic Biguanides on Aging and 
Life Span in Rats

F344 rats of both sexes were used in the National Cancer Institute Bioassay 
of Phenformin for Possible Carcinogenicity.30 The matched control groups 
included 15 animals each and groups exposed to phenformin consisted of 
35 animals each. Phenformin was given in doses 400 and 800 ppm in diet 
for 78 weeks starting at the age of 8 weeks. Measurement of food consump-
tion allowed doses of phenformin to be estimated as 300–625 mg kg−1 day−1. 
The treatment was followed by an observation period of 26 weeks, than all 
survived animals were sacrificed. The mean body weights were consistently 
lower as compared with the controls during the treatment period, while the 
body weights of males were unchanged by the drug. 53% of control male rats 
survived until the age of 105 weeks, among them 67% high-dose and 91% 
low-dose treated males. There were no significant differences between the 
mortality in the different groups of female rats. 83% of the high-dose group, 
68% in the low-dose group and 67% in the control group survived to the end 
of the study. The incidences of tumors of any localization in males as well as 
of the majority of tumors in female rats were similar in the control and in 
the phenformin-treated groups. However, the incidence of tumors of repro-
ductive system was statistically less (21% and 17%) than that in the matched 
controls (47%) (p = 0.027).

Buformin was given 5 times a week in a single dose of 5 mg rat−1 day−1 orally 
to female Leningrad Institute Oncology (LIO) rats starting from the age of 
3.5 month until a natural death.18,20 The treatment slightly increased mean 
life span of rats (by 7%; p > 0.05). The mean life span of the last 10% survi-
vors increased by 12% (p < 0.05), and the maximum life span increased by 2 
months (+5.5%) as compared with controls. The body weight of rats treated 
with buformin was slightly (5.2 to 9.4%) but statistically significantly (p < 0.05) 
decreased in comparison with the control. At the age of 16–18 months, 38% 
of control rats revealed disturbances in the estrus cycle (persistent estrus, 
repetitive pseudopregnancies or anestrous), whereas in females treated with 
buformin these disturbances were observed only in 9% of rats (p < 0.05). The 
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cumulative incidence of spontaneous tumors was decreased by 1.6 times in 
buformin-treated rats as compared with the control rats and the multiplicity 
of spontaneous neoplasms was decreased almost 2-fold.

Phenformin was given to female outbred LIO rats intragastrally 5 times 
a week starting from the age of 3.5 months in a single dose of 5 mg rat−1 
day until natural death.19,20 Administration of phenformin failed to influence 
the mean life span in rats. At the same time, the mean life span of the last 
10% survivors was increased by 10% (p < 0.05), and maximum life span was 
increased by 3 months (+10%) in comparison with the controls. The treat-
ment with phenformin slightly decreased the body weight of rats in compar-
ison with the control (p > 0.05). Disturbances in the estrous function were 
observed in 36% of 15–16 month-old rats of the control group and only in 7% 
of rats in phenformin-treated group (p < 0.05). The incidence of spontaneous 
tumors was decreased by 1.3 times in penformin-treated rats as compared 
with the control group.19,20

Six month-old male F344 rats were randomly subdivided into four groups 
and were maintained on one of four diets: control, calorie restricted (CR), 
metformin (300 mg kg−1 day−1) and pair-fed to metformin.28 The CR group 
had significantly reduced food intake and body weight throughout the study. 
Body weight was significantly reduced in the metformin group compared 
with the control group during the middle of the study, despite the similar 
weekly food intake. There were no significant differences in the mean life 
span or the mean life span of the last surviving 10% of each group in the 
CR, metformin and pair-fed groups compared with the control. However, the 
aging rate estimate (α – slope, rate of increase of mortality) of the Gompertz 
model in the control group alone was significantly different from the three 
other groups, reflecting the early deaths in the CR, metformin and pair-fed 
groups. CR significantly increased life span in the 25th quantile but not 
the 50th, 75th, or 90th quantiles. The survival of rats in groups exposed to 
metformin or to the pair-feeding were not significantly different from the 
controls at any quantile.28 The authors stressed the one limitation of this 
study—the lack of a robust CR response for extension of maximum life span, 
which has been observed in another CR study using the same rat strain.31 
The reduced efficacy of CR in this study might provide a partial explanation 
for the lack of a significant increase with metformin treatment. In addition to 
the dampened CR response, metformin treatment did not significantly affect 
glucose/insulin levels in this study. The metformin concentration utilized in 
the diet was approximately 10 times greater than the highest dose used in 
human treatments, implying that any increase necessary to observe life span 
benefits is questionable for a human application.28

Thus, the available data on the effects of biguanides in rats are very scarce. 
The early NCI study was terminated before the natural death of the majority 
of animals. Moreover, the sample sizes (15 rats in the control group) were too 
small in this study. In our long-term studies, buformin and phenformin were 
tested only in females and in a single dose, whereas metformin was tested 
only in male rats and also in a single dose.
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17.4   Effect of Antidiabetic Biguanides on Aging and 
Life Span in Mice

In the National Cancer Institute Bioassay of Phenformin for Possible Carcino-
genicity, B6C3F1 mice of both sexes were used.30 Similar to the rat study, the 
matched control groups included 15 animals each whereas groups exposed 
to phenformin comprised 35 animals each. Phenformin was given in low and 
high doses (400 and 800 ppm) in diet for 78 weeks starting at the age of 8 
weeks. The treatment was followed by an observation period of 26 weeks, 
than all surviving animals were sacrificed. The mean body weights of both 
male and female B6C3F1 mice were markedly lower than those in controls 
during the first 60–78 weeks of administration of phenformin at the low and 
high doses. Until the age of 105 weeks, 13% controls, 19% low-dose and 29% 
high-dose treated male mice and 33%, 59% and 52% of female mice, respec-
tively, were surviving. The incidence of hematopoietic tumors was 33% of 
the matched controls of both male and female mice, compared to only 1.5% 
hematopoietic tumors in the male and 5.4% of the female controls. The 
conclusion was that there is no evidence that under these conditions phen-
formin was carcinogenic. It’s worthy to note that in female B6C3F1 mice the 
survival was rather increased in the phenformin-treated groups. The treat-
ment with this drug also decreased the incidence of lymphomas in male and 
female mice. Unfortunately, since this study was terminated after the age of 
112 weeks, animals could not survive until their natural death and it did not 
allow the evaluation of the effect of phenformin on the mean and maximal 
life span.

The geroptotector effect of biguanides was first demonstrated in our stud-
ies with phenformin orally given to mice.16,17 Long-term administration of 
phenformin to female C3H/Sn mice (2 mg day−1 mouse−1 orally) started at the 
age of 3.5 months was followed by a 21% increase in mean life span and a 
26% increase in the maximum life span (Table 17.1). The incidence of spon-
taneous mammary adenocarcinomas as well as leukemias was reduced by 
four times under the treatment with phenformin as compared with control 
mice given tap water. It is worthy to note that the treatment with phenformin 
significantly—to more than 6 months (+53.9%)—increased the mean life 
span of tumor-free C3H/Sn mice.

Available data on the effects of antidiabetic biguanides in rodents are sum-
marized in the Table 17.2.

In two sets of our experiments, administration of metformin with drinking 
water (100 mg kg−1 5 times a week starting at the age of 2 months) to trans-
genic HER-2/neu female mice slightly increased the mean life span by 4–8%, 
and decreased the size and multiplicity of mammary adenocarcinomas.24,32 
The treatment reduced food consumption but did not have influence on the 
dynamics of body weight. In tumor mice treated with metformin, the expres-
sion of mRNA coding for lymphocyte-associated proteins granzyme-b and 
perforin mRNA was explored. Expression of these cytolytic molecules was 
not detected in the control, but it was significantly increased in mice treated 
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with metformin. Treatment with metformin has been accompanied by a 
slow down of the age-related increase in blood glucose levels, as well as by a 
reduction in the levels of insulin, triglycerides and lipoproteins in the blood 
serum, compared with controls.24

In experiments on female SHR mice, administration of metformin in a 
dose of 100 mg kg−1 started at the age of 2 months shifted survival curve to 
the right, and increased mean life span by 38%.25 In another experiment, the 
same strain of mice were given metformin in drinking water from the age of 3, 
9 or 15 months.18 The mean life span of mice given the drug started at the age 
of 3 months increased by 14%, and the maximum one increased by 1 month. 
If treatment was started at the age of 9 months, the mean life span increased 
by only 6%, while in the older group it was not changed. The average life 
expectancy of mice without tumors increased by 21% and 7% in young and 
middle-age groups, respectively, whereas in old group it was decreased by 
13%. It is important to note that in all age groups the use of metformin was 
accompanied by a decrease in the body temperature of mice and postponed 
age-related switching of the estrous cycle. The accumulation of senescent 
cells was slowed down in primary cultures of skin fibroblasts derived from 
mice injected with metformin from the age of 3, 9 or 15 months.33

In inbred 129/Sv mice, the mean life span of males treated with metformin 
started at the age of 3 months was reduced by 13.4% in males and slightly 

Table 17.1    Effect of phenformin on life span and spontaneous carcinogenesis in 
female C3H/Sn mice.a

Parameters Control Phenformin Δ%; p

Number of mice 30 24
Life span, days: Mean 450 ± 23.4 545 ± 39.2 +21.1%,  

p < 0.05
Last 10% of 

survivors
631 ± 11.4 810 ± 0 +28.4%,  

p < 0.05
Maximum 643 810 +26.0%

Aging rate α × 103, days−1 7.64 (7.59; 8.10) 5.26 (4.94; 5.51) p < 0.05
MRDT, days 90.7 (85.6; 92.5) 131.8 (125.8; 

140.3)
p < 0.05

Number of tumor-free mice 6 (20%) 19 (79.2%) p < 0.05
Mean life span of tumor-free 

mice
362 ± 49.0 557 ± 41.6 +53.9%,  

p < 0.05
Number of tumor-bearing mice 

(TBM)
24 (80%) 5 (20.8%) −3.8 fold,  

p < 0.05
Mean life span of TBM, days 472 ± 25.1 499 ± 111.6 +5.7%
Total number of tumors 41 5
Number of tumors per TBM 1.7 1.0 −41.2%
Number of mice with mammary 

adenocarcinomas (MAC)
19 (63.3%) 4 (16.0%) −4.0 fold,  

p < 0.05
Number of mice with leukemia 5 (16.7%) 1 (4.2%) −4.0 fold,  

p < 0.05

a Life spans are given as means ± standard errors; 95% confidence limits are given in paren-
theses; MRDT = mortality rate doubling time.
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Table 17.2    Effect of antidiabetic biguanides on life span and spontaneous carcinogenesis in rodents. « means the same dose as indicated 
in the same column at the previous line.

Strain Sexa

Number of 
animals: control/
treatment

Age at start 
of treatment, 
months Drugb

Dose and route of 
treatmentc

Effect on mean 
life span, Δ%

Effect on 
carcinogenesisd

Refe-
rences

Rats
F344 M 15/35 2 PF 400 ppm, in diet +14e ↓ 30

800 ppm +38e ↓
F344 F 15/35 2 PF 400 ppm, in diet +1e ↓

800 ppm +16e ↓
LIO F 41/44 3.5 PF 5 mg rat−1, p.o. 0 ↓ 19,20
LIO F 74/42 3.5 BF « +7 ↓ 18,20
F344 M 31/40 6 PF 300 mg kg−1, in diet 0 ND 28
 
Mice
B3C6F1 M 15/35 2 PF 400 ppm, in diet +6e ↓ 30

800 ppm +16e ↓
B3C6F1 F 15/35 2 PF 400 ppm, in diet +26e ↓

800 ppm +19e ↓
C3H/Sn F 20/24 3.5 PF 2 mg mouse−1, p.o. +21 ↓ 16,17
HER-2/neu F 34/32 2 MF 100 mg kg−1, d.w. +8 ↓ 24
HER-2/neu F 31/35 2 MF « +4 ↓ 31
SHR F 50/50 3 MF « +38 = 25
SHR F 119/51 3 MF « +14 = 26

97/45 9 MF « +6 =
69/33 15 MF « 0 =

129/Sv M 50/39 3rd, 5th,  
7th days

MF 100 mg kg−1, s.c. +20 = 29
129/Sv F 35/30 MF 100 mg kg−1, s.c. −9 =
129/Sv M 41/46 3 MF 100 mg kg−1, d.w. −13 = 27
129/Sv F 47/41 3 MF 100 mg kg−1, d.w. +5 ↓
C57BL/6 M 64/83 12 MF 10 mg kg−1, in diet +6 = 32
C57BL/6 M 90/88 12 MF 100 mg kg−1, in diet −14 ↓
B3C6F1 M 297/36 12 MF 10 mg kg−1, p.o. +6 =

a F: female; M: male.
b BF: buformin; MF: metfrormin; PF: phenformin.
c d.w.: drinking water; i.p.: intraperitoneally; p.o.: (orally) gavage; s.c.: subcutaneously.
d ↑: increase; =: no effect; ND: not detected.
e survival at the 105th week.



423Antidiabetic Biguanides as Anti-Aging Drugs

increased in females. In addition, treatment with metformin resulted in a 
3.5 times reduction of the incidence of spontaneous malignant tumors in 
females, and did not affect this in males.27

Martin-Montalvo et al.34 treated male C57BL/6 mice with metformin (0.1% 
and 1% w/w) starting at the age of 12 months until the natural death of mice. 
Administration of a small dose of metformin was followed by a 5.83% increase 
in mean life span, whereas 1% of metformin in diet reduced it by 14.4%. A 
small dose of the drug leads to a decrease in liver cancer incidence (3.3% 
vs. 26.5%). Authors also reported improved hormone-metabolic parameters 
in mice exposed to a small dose of metformin. The same effect of a small 
dose of metformin was also observed in mice of another strain—B6C3F1.34 
Remarkably, the significant similarity was observed between patterns of gene 
expression in skeletal muscles and liver in mice maintained on a 40% calorie 
restricted diet and those that received the 0.1% metformin diet.35,36

The perinatal (prenatal and early neonatal) period is a critical stage for 
hypothalamic programming of sexual differentiation as well as for the devel-
opment of energy and metabolic homeostasis. We hypothesized that neo-
natal treatment with metformin would positively modify regulation of the 
growth hormone/IGF-1/insulin signaling pathway, slowing down aging and 
improving cancer preventive pathways in rodents. To test this hypothesis 
male and female 129/Sv mice were injected with metformin (100 mg kg−1) at 
the 3rd, 5th and 7th days after birth.29 Metformin-treated males consumed 
less food and water and their body weight was decreased as compared with 
control mice over their entire life span. There were, however, no significant 
differences in the age-related dynamics of food and water consumption in 
females and they were heavier than the controls. The fraction of mice with 
regular estrous cycles decreased with age and demonstrated a tendency to 
decrease in the females neonatally treated with metformin. Serum insulin 
levels were reduced whereas the levels of serum IGF-1, cholesterol and nitric 
oxide were increased in 3 month-old control females in comparison to con-
trol males. No age-related difference in levels of glucose, total cholesterol, 
triglycerides, insulin and some other metabolic and hormonal parameters 
between 3 and 9 month-old male control mice was revealed. The malonic 
dialdehyde, IGF-1 and NO levels in 9 month-old control males were, however, 
higher in comparison to those in 3 month-old males. In 9 month-old control 
females, malonic dialdehyde and IGF-1 levels were increased as compared to 
those in 3 month-old females, whereas the level of cholesterol was decreased. 
Neonatal exposure to metformin failed to change most hormonal and met-
abolic parameters in the blood serum of male and female mice. In the male 
group, neonatal metformin treatment significantly increased the mean life 
span (+20%, p < 0.05) and slightly increased the maximum life span (+3.5%). 
In females, the mean life span in metformin-treated groups was slightly 
decreased (−9.1%, p > 0.05) in comparison to controls, whereas the median 
was increased by 13.8%. The mean life span of the last 10% survivors and 
maximum life span were the same as in the controls. 45% of control male 
mice and 71.8% of male mice who were neonatally exposed to metformin 
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survived up to 800 days of age, and the same age was achieved by 54.3% of 
mice in the control female group and 30% of metformin-treated females  
(p < 0.03; Fischer’s exact test). According to the log-rank test, the life span dis-
tribution of 129/Sv mice treated with metformin differed significantly from 
the control population. The difference was much more significant in male 
mice (p = 0.0006) than in females (p = 0.0555). The Cox’s regression model 
has shown that neonatal metformin treatment increased the relative risk of 
death in female mice and decreased it in males compared to the respective 
intact control groups. Thus, neonatal metformin exposure slows down aging 
and prolongs life span in male but not in female mice.29

17.5   Antidiabetic Biguanides in Prevention of  
Age-Associated Diseases in Mouse Models

Transgenic mice with Hungtington’s disease (HD) (the R6/2 line express-
ing exon 1 of the Huntington protein including ∼130 glutamine repeats) 
were given metformin in drinking water (2 or 5 mg ml−1) starting from the 
age of 5 weeks.37 Metformin treatment significantly prolonged (by 20.1%) 
the survival time of male (but not female) HD mice at the 2 mg ml−1 dose 
(∼300 mg kg−1 day−1) without affecting the fasting blood glucose level. This 
dose of the drug also decreased hind limb clasping time in 11 week-old 
mice. The higher dose of metformin did not prolong life span, and nei-
ther dose was effective in female HD mice. Recently, additional evidence 
of a protective effect of low-dose metformin on neuronal dysfunction has 
been reported in mouse model of Huntington’s disease.38

In another study, SOD1G92A mice of both sexes with a transgenic model of 
amyotrophic lateral sclerosis (ALS) were given metformin with their drinking 
water in various doses (0.5, 2, and 5 mg ml−1) starting from the 35th day of 
age.39 Administration of metformin failed to have any effect on the disease 
onset, progression or survival in male SOD1G92A mice at any doses. Moreover, 
in females authors observed a dose-dependent negative effect of metformin 
on neurological response. All groups exposed to metformin exhibited weight 
loss and significant life extension. The authors noted, however, a trend 
toward increased survival with a decreasing dose of metformin.39

17.6   Antidiabetic Biguanides as Anti-Carcinogens 
and Inhibitors of Tumor Growth in Rodents

The available data on the results of in vivo studies of effects of biguanides 
involving more than 20 experimental models of carcinogenesis were recently 
analyzed.22,23,40 They included models of spontaneous carcinogenesis (in rats 
and mice), chemical carcinogenesis induced by 18 different agents, 4 viruses, 
2 dietetic modifications, and 2 types of ionizing radiation (X-rays and gam-
ma-rays) (Table 17.3). Antidiabetic biguanides were given with diet, drinking 
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water, orally (gavage), intraperitoneally or subcutaneously. Experiments were 
performed on more than 20 strains of mice (inbred, outbred, genetically 
modified mouse strains), 4 rat strains and 1 hamster strains (Table 17.4). The 
effect of the antidiabetic biguanides has been studied in 17 target organs/
tissues. The majority of these studies were focused on mammary gland (19 
articles) and colon tumors (11), the liver (7) and the uterus (5), which reflects 
the importance of these localizations for clinical practice. The effect of bigu-
anides on total tumor incidence was evaluated in 11 articles. Positive (inhib-
itory) effects induced by treatment with biguanides have been observed in 
77.9% of cases (Table 17.5). It is worthy to note that there were no cases of 
stimulation of any type of carcinogenesis with antidiabetic biguanides. In 
the majority of studies on the effect of biguanides on induced carcinogene-
sis, young adult rodents were used, and only in one article the results of the 
treatment with metformin started at the young, adult and old age have been 

Table 17.3    List of carcinogenic agents used in studies on preventive effect of  
antidiabetic biguanides in rodents.

Type of carcinogens Carcinogenic agent

Chemical carcinogens Azoxymethane (AOM)
Benzo(a)pyrene (BP)
7,12-Dimethylbenz(a)anthracene (DMBA)
1,2-Dimethyhydrazine (DMH)
Dextrane sodium sulfur (DSS)
20-Methylcholanthrene (MCA)
4-Methylnitrosamino-1-(3-pyridyl)-1-butanone (NKK)
4-Nitroquinoline-1-oxide (4-NQO)
N-Nitrosobis(2-oxopropyl)amine (NBOPA)
N-Nitrosodiethylamin (NDEA)
N-Nitrosomethylurea (NMU)
N-Nitrosoethylurea (NEU)
Streptozotocin (STZ)
Tobacco smoking condensate
Tamoxifen
12-O-Tetradecanoylphorbol-13-acetate (TPA)
Urethan
Estradiol-17β

Ionizing radiation Total-body X-rays
Gamma-rays

Viruses Adenovirus LSA+L-Kras; trp53
MMTV (murine mammary tumor virus)
MMTV-neu; p53±
MMTV-PyVT

Genetically modified 
mice

HER-2/neu
ApcMin/+

HBx
LID, liver-IGF-1-deficient mice
PTEN+/−

Diets High fat diet
High carbohydrate fat diet
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published.26 Furthermore, only one study was focused on tumorigenesis in 
mice neonatally exposed to metformin. A detailed analysis of the experimen-
tal studies on anti-carcinogenic effect of antidiabetic biguanides has been 
done recently.22,23,40

The biguanides suppressed tumor growth in the majority of in vitro studies 
conducted in 46 different cell lines originated from malignant tumors of 15 
localization as well as in athymic mice with xenografts of 31 tumor lines.40 
It was concluded that there is sufficient experimental evidence of the anti-
carcinogenic and antitumor effects of antidiabetic biguanides in a number 
of models of induced and spontaneous carcinogenesis.23,40 There are several 
hundred excellent reviews and meta-analyses of epidemiological data on the 
effect of metformin on cancer risk in type 2 diabetes patients(see, e.g., ref. 
10,41–45).

Table 17.4    List of rodent strains used in studies on preventive effect of antidiabetic 
biguanides on carcinogenesis.

Species Strain

Mice A/J; ApcMin/+; Balb/c; B6C3F1; CD1; C3H/S n; C57BL/6; C57BL/6(HBxTg); 
db/db; FVB/N; FVB/N-Tg; HBx; ICR; KPC; LID; LSA+L-Kras; trp53; 
p48Cre/+. LSL-ras G12D; Swiss; Swiss H; outbred; PTEN+/−; SHR; 
SOD1G92A; Swiss; Swiss-H; 129/Sv; ThrbPV/PVPten+/−

Rats F344; LIO; Sprague-Dawley; Wistar
Hamsters Not shown

Table 17.5    Effect of antidiabetic biguanides on spontaneous and induced carcino-
genesis in various organs and tissues in rodents.

No. Target organ/tissue

Number of studies

Total Positive effect No effect

1. Mammary gland 19 13 6
2. Pituitary 2 2 0
3. Thyroid gland 3 3 0
4. Skin 3 3 0
5. Soft tissues 2 2 0
6. Uterus 5 5 0
7. Cervix utery 1 1 0
8. Lungs 4 4 0
9. Oral mucosa 1 1 0
10. Pancreas 4 4 0
11. Pancreatic islets 1 1 0
12. Liver 7 6 1
13. Small interstines 3 1 2
14. Colon 11 8 3
15. Kidney 2 2 0
16. Lymphoid tissues 5 4 1
17. Nervous tissues 2 2 0
18. Total tumor incidence 11 5 6

Total studies 86 67 (77.9%) 19 (22.1%)
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17.7   Conclusion
One of the hot spots in current gerontology is the question about the role 
of age-related changes in the system of growth hormone (GH)/insulin-like 
growth factor-1 (IGF-1)/insulin in aging and age-related pathology, including 
cancer.21,42–44 The night peak of secreting GH accompanied by the decline in 
the concentration of serum IGF-1 are known to be reduced with age in both 
humans and laboratory rodents. It is generally believed that the age-asso-
ciated reduction in GH secretion is due to a lower response of the pituitary 
gland on the action of growth hormone releasing hormone (GHRH) which, in 
turn, also decreases with age. An important role in reducing the significance 
of GH with aging may also be played by an age-related increase of tonic pro-
duction of somatostatin and reduced sensitivity of neurons of the hypothala-
mus, providing homeostatic effects of GH. It should be noted that the aging 
of the pineal gland and hypothalamus affects important regulatory mecha-
nisms for monitoring food intake, e.g., centers of appetite and satiety.21,45–47

Another “hot spot” in the field is the role of the mammalian target of rapa-
mycin (mTOR) signaling pathway in the control of aging and carcinogene-
sis.21,48,49 mTORC1 (mammalian target of rapamycin complex 1) is activated 
by insulin and related growth factors through phosphatidylinositol-3-OH 
kinase and AKT kinase signaling and it is repressed by AMP-activated pro-
tein kinase, a key sensor of cellular energy status.47 mTORC1 is known to be 
involved into promotion of messenger RNA translation and protein synthesis 
through ribosomal protein S6 kinases (S6Ks) and 4E-BP protein. mTORC1 
also stimulates lipid biosynthesis, inhibits autophagy, and regulates mito-
chondrial function and glucose metabolism through hypoxic response 
transcription factor HIF-1α. The life span of S6K1-deficient female mice 
increased by 19% without an effect on tumor development.50 These data sug-
gest that S6K1 plays a substantial role in life span regulation downstream of 
TORC1. It has been shown that decreased mTORC1 signaling is sufficient 
for life span prolongation independently from changes in glucose homeosta-
sis.48–50 Rapamycin suppresses mTORC1 and indirectly mTORC2 that leads 
to metabolic lesions like glucose intolerance and abnormal lipid profile.49–51 
Treatment with rapamycin or its more soluble form rapatar increased the 
mean life span in various strain of mice.52–56 It can be assumed that the reg-
ulation of GH and IGF-1, oxidative stress, DNA damage, and metabolic path-
ways by calorie restriction could simultaneously lead to the anti-aging and 
anti-tumor activities as well as to reduction of the number of senescent cells 
in some tissues.33,50,51

In Table 17.6, data on patterns of changes during aging, calorie restric-
tion, carcinogenesis and metformin treatment at molecular, cellular, tissue, 
systemic and organism levels are presented. There are obviously a lot of sim-
ilarities between aging and carcinogenesis, on the one hand, and between 
effects of calorie restriction and treatment with metformin, on the other 
hand. At the same time, both calorie restriction and metformin alleviate 
effects of aging and carcinogenesis in a similar way.
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Table 17.6    Changes developing in organisms during natural aging and  
carcinogenesis: effects of calorie restriction and metformin.

Parameters Aging Carcinogenesis
Calorie 
restriction

Biguanides 
(metformin)

Molecular level
Free radical generation ↑ ↑ ↓ ↓
AGEs formation ↑ ↑ ↓ ↓
DNA adducts formation ↑ ↑ ↓ ↓
DNA repair efficacy ↓ ↓ ↓ ↓
Genomic instability ↑ ↑ ↓ ↓
Telomerase activity ↓ ↑ ↓ ↓
Telomere length ↓ ↑ ↑ ↑
mTOR activity ↑ ↑ ↓ ↓
IKK-β/NF-κB activity ↑ ↑ ↓ ↓
Clock gene expression  

(Per1, Per2)
↓ ↓ ↓ ↓

Mutation rate ↑ ↑ ↓ ↓
Oncogene expression ↑ ↑ ↓ ↓
p53 mutations ↓ ↑ ? ?
 
Cellular/tissue level
Oxidative stress ↑ ↑ ↓ ↓
Chromosome aberrations ↑ ↑ ↓ ↓
Induced pluripotent stem cells 

(iPSC)
↓ ↓ ↓ ↓

Proliferative activity ↓ ↑ ↓ ↓
Focal hyperplasia ↑ ↑ ↓ ↓
Apoptosis ↓ ↓ ↑ ↑
Autophagy ↓ ↓ ↑ ↑
Angiogenesis ↓ ↓ ↓ ↓
Cell-to-cell communication ↓ ↓ ↑ ↑
Senescent cells number ↑ ↑ ↓ ↓
Latent (dormant) tumor cells 

number
↑ ↑ ↓ ↓

 
Systemic/organism level
Melatonin circadian rhythm ↓ ↓ ↑ ↑
Serum melatonin level ↓ ↓ ↑ ↑
Hypothalamic threshold of 

senisitivity to homeostatic 
inhibition by steroids

↑ ↑ ↓ ↓

Tolerance to glucose ↓ ↓ ↑ ↑
Serum insulin level ↑ ↑ ↓ ↓
Susceptibility to insulin ↓ ↓ ↑ ↑
LDL and cholesterol level ↑ ↑ ↓ ↓
Ovulatory function ↓ ↓ ↓ ↑
Fertility ↓ ↓ ↓ ↑
T-cell immunity ↓ ↓ ↑ ↑
Inflammation ↑ ↑ ↓ ↓
Cancer risk ↑ ↑ ↓ ↓
Life span ↓ ↓ ↑ ↑
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The available data allow us to examine metformin and other antidiabetic 
biguanides as promising drugs to prevent age-associated pathologies. In 
many clinical trials, it was found that the use of metformin and other bigua-
nides can reduce by more than a third the total mortality, myocardial infarc-
tions and mortality from complications of diabetes, improve the survival rate 
of cancer patients and reduce the risk of breast cancer in patients with type 
2 diabetes mellitus.8–13 Experiments on laboratory rodents presented suffi-
cient evidence of capacity of antidiabetic biguanides to slow down aging, 
to increase the life span and to prevent development of spontaneous and 
induced tumors. As was recently noted by Michael Pollack: “The problem 
with metformin is it’s cheap, it’s widely available, it has a great safety pro-
file, and anyone can use it”.57 Finally, I believe that the title of the recently 
published article “Metformin: a hopeful promise in aging research”58 com-
prehensively reflects the situation with this rather old drug, which is a novel 
promising candidate to keep us youthful…
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18.1  Introduction
18.1.1  Discovery of S-Adenosylmethionine
In 1951, Cantoni1,2 identified methylation activity of nicotinamide in rat liver 
extracts, in which reaction S-adenosylmethionine (SAM, also called AdoMet) 
proved  to  be  the  methyl  donor  (reviewed  in  ref.  3).  Methionine  adenosyl-
transferase  (MAT  or  SAM  synthetase)  generates  SAM  by  linking  the  sulfur 
moiety of methionine with adenosine (derived from ATP; Figure 18.1).

The role of SAM is not confined to methylation, but it is a cofactor to var-
ious  nucleases,  which  are  implicated  in  bacterial  chromosome  integrity.4–16 
SAM plays a pivotal role in the methionine cycle, the polyamine pathway, and 
the transsulfuration route to glutathione, placing SAM at the heart of metab-
olism.7 A proper balance is required between its well-known task as a methyl 
donor and  its availability  to  these and other biosynthetic routes  in order  to 
live to a healthy old age.17 In 2001, a novel SAM-dependent superfamily was 
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classified, that of the radical SAM enzymes,18 which use an FeS cluster for radi-
cal chemistry for many purposes.1,20 As a universal multi-tasker in biochemical 
transfer reactions, SAM is one of the most frequently used substrates after ATP.

18.1.2  SAM and Aging
What  determines  aging  and  life  span?  Life  span  may  range  from  days  to 
>100 years, and depends on both genes and environment, and the number 
of cell divisions.21–26 In Escherichia coli SAM is essential for the assembly of 
the septal ring during cell division,27–30 while extracellular communication 
and longevity are also linked to SAM via a process called quorum sensing, 
which affects virulence and involves e.g. AI-2 synthase.17,31–34 Environmental 
sensing may also contribute to longevity by triggering pathways involving e.g. 
insulin and Daf-16/FOXO in Caenorhabditis elegans.31 Aging depends on main-
tenance of genome stability and epigenetic markings, and shows conserved 
stress-related  features.  How  this  is  orchestrated  is  becoming  increasingly 
clear.35 In eukaryotes, stem cells contribute to the aging process as numbers 
and the ability to self-renew decline over time in adult tissues.36–40 Disrup-
tion of maintenance methylation causes disease by affecting expression of 
oncogenes and tumor suppressor genes, and interactions with histones. In 
addition,  endogenous  metabolism  causes  stress  by  errors  during  growth 
and replication, which results in damage to DNA, which indirectly enhances 
damage to other cellular components, impairs maintenance, and reduces life 
span.41–48 Mitochondria play a major role in this redox balance, which shifts 
to a more oxidized state during aging. Thioredoxin is the major reductant to 
keep the redox balance, reduce stress and enhance longevity by harnessing 
the generation of free radicals (ROS) while generating energy.49 Minor DNA 
damage provides time for repair, but if repair is too slow or impossible, this 
results  in  metabolic  malfunction,  and  either  apoptosis  (‘programmed  cell 
death’) or cellular senescence (permanent cell cycle arrest). Senescence often 
induces prolonged stress signaling via cell–cell contact and soluble growth 

Figure 18.1   S-Adenosylmethionine (SAM) is the universal methyl donor. SAM is the 
major methyl donor used for transfer by methyltransferases (MTases) 
to  DNA,  RNA,  protein,  lipids,  small  molecules,  arsenic,  etc.  SAM  is  
converted  to  S-adenosylhomocysteine  (SAH).  The  methyl  group  
is indicated with a circle.
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or  inflammatory  factors,  which  alter  nutrient  sensing,  energy  metabolism 
and redox status, impair tissues and stem cells, and contribute to aging, neu-
rodegeneration, and cancer.50–64 There  is  increasing evidence that  levels of 
food intake and exercise are important factors in health and disease. Diet- 
induced senescence may be reduced by exercise,65 and removal of senescent 
cells could be beneficial, though indiscriminate targeting of senescent cells 
may be harmful.66–71 Senescence also occurs in plants as older leaves become 
senescent in an orderly, SAM-dependent way,72 which may be nature’s way to 
prepare for programmed renewal.

Anti-aging processes to prevent DNA damage and enhance repair require 
energy (a human body receives ∼10 000 hits in the DNA per day) and nutrient 
sensors (e.g. mammalian target of rapamycin (mTOR)), which is supported 
by  studies  on  premature  aging.52,55,73–76  SAM  is  implicated  in  two  mouse 
models on premature aging (mentioned in ref. 17). Caloric restriction influ-
ences longevity and delays age-related diseases, e.g. arthritis, cardiovascular 
disease  (CVD),  diabetes,  obesity,  neurodegeneration,  muscle  atrophy,  and 
osteoporosis.77–83 It also helps to maintain colon health and lowers the inci-
dence and progression of cancer, which implicates the microbiome, a topic 
of much current interest (see Sections 18.6.4 and 18.6.5).

18.1.3  This Review
This review starts with the three well-known functions of SAM in the methi-
onine cycle, transsulfuration and polyamine pathways.7,17 These routes are 
targets for pharmacological interventions of key enzymes in these pathways 
via e.g.  difluoromethylornithine  (DFMO)  or  hydroxylamines  (see  Section 
18.7). The review focuses on recent developments of radical SAM enzymes 
in central metabolism that affect aging. Exciting new findings suggest novel 
roles for SAM in RNA metabolism and control of vital functions, more than 
could have been anticipated a decade ago. These SAM-dependent enzymes 
are  found  in  ancient  processes  in  all  organisms  looked  at:  (eu)bacteria, 
archaea, yeast, (in)vertebrates, and mammalian cells, while some other func-
tions appear to be newly designed in higher eukaryotes. An important com-
mon theme of these routes is the role of sulfur, a pivotal compound before 
the advent of atmospheric oxygen and more sophisticated macromolecules. 
These pathways are under very tight control and are carefully monitored by 
multilayered  maintenance  and  repair  routes  to  prevent  disease  and  aging. 
Due to  lack of space, original papers are sparingly  listed and the reader  is 
referred to reviews for further reading.

18.2  SAM-Dependent Enzymes
18.2.1  Parts of SAM Used by SAM-Dependent Enzymes
Different  parts  of  SAM  are  used  in  transfer  reactions:  methyl,  methylene, 
amino, and aminopropyl groups, as well as radicals.17 Some of these reactions 
have  been  identified  in  bacteria  and  await  unraveling  in  other  organisms, 
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including mammalian cells.19,20,84–87 SAM superfamilies have many different 
structural  domains  and  folds  without  obvious  homology  that  perform  all 
these varied chemical reactions. These families probably date back to a com-
mon ancestor of bacteria, archaea, and eukaryotes.19,20 It has been estimated 
that ∼95% of SAM is used for methylation and 3–5% for the generation of 
decarboxylated SAM (dcSAM) for polyamine synthesis,88 leaving only ∼1–2% 
for use by many other crucial enzymes with perhaps only a few copies per 
cell, but with major impact.20,89 In humans, 85% of all of methylation reac-
tions and 50% of all methionine metabolism takes place in the liver.90

18.2.2  Structures of SAM-Dependent Enzymes
The majority of SAM-dependent methyltransferases (MTases) share a com-
mon structure, the Rossmann fold, which is conserved in evolution, though 
the  residues  that  contact  SAM  are  not  (see  ref.  14,19,84–86  for  reviews). 
Classification of this large superfamily is based on substrate specificity, and 
on  the  atom  targeted  for  methylation  (e.g.  N,  O,  C,  or  S).  Several  proteins 
contain the Rossmann fold despite being inactive as MTase, e.g. spermidine 
synthase.84 A  triose phosphate  isomerase-like domain (called the TIM bar-
rel)  is present  in radical SAM enzymes, which use SAM to generate methi-
onine and a 5′-deoxyadenosyl  radical  that can be used  to generate  further 
radicals on the same or another protein (see Section 18.5.2).19,20 A third class 
of SAM-dependent enzymes contains the SET domain. This domain was dis-
covered as a conserved domain shared by the chromatin remodeling protein 
suppressor  of  variegation  3-9  (Su(var)3-9),  enhancer  of  zest  and  trithorax. 
These enzymes affect chromatin function and transcription by methylating 
lysines in e.g. histones and P53.19 The SPOUT fold was originally identified as 
a domain shared by the SpoU and TrmD MTases in a superfamily of enzymes 
that methylate tRNA and rRNA.91,92 Archaeal Tsr3 has a distinct SAM binding 
mode and modifies a conserved hypermodified nucleotide in eukaryotic 18S 
rRNA.93 Some enzymes in the methionine cycle have unusual folds: e.g. MAT 
proteins (involved in de novo synthesis of SAM), methionine synthetase (MS, 
which regenerates methionine using the methyl group from methyltetrahy-
drofolate (MTHF)), and the repressor of the methionine operon, MetJ.19

18.3  Well-Known Pathways of SAM in Central 
Metabolism

18.3.1  The Methionine Cycle
As  mentioned  in  Section  18.2.1, ∼95%  of  SAM  is  used  for  methylation.  In 
the methionine cycle (also called one-carbon or SAM cycle) demethylation of 
SAM yields S-adenosylhomocysteine (SAH). SAM is regenerated via a homo-
cysteine (HCY) intermediate, in turn the substrate for MS with vitamin B12 
as the cofactor and MTHF as the methyl donor, and the cycle is completed 
by MAT (Figure 18.2). The name ‘folate,’ the precursor for MTHF, describes 
a family of related molecules capable of one-carbon transfer. Folate-derived 



Figure 18.2   Simplified  diagram  of  the  manifold  uses  of  SAM.  The  well-known 
uses of SAM in the methionine cycle, transsulfuration and polyamine 
synthesis,  and  in  RNA-based  riboswitches  are  shown,  as  well  as  the 
more recently emerging important role of radical SAM enzymes. SAM 
donates the methyl group (derived from food and/or from recycling) 
in  the  methionine  cycle  (also  called  SAM  cycle  or  one-carbon  cycle, 
Section  18.3.1).  SAM  is  generated  from  methionine  by  methionine 
adenosyltransferase  (MAT  or  SAM  synthetase).  SAM  is  converted  to 
S-adenosylhomocysteine (SAH) by methyltransferases (MTases). SAH 
is hydrolyzed  to homocysteine  (HCY). The  latter  is  the substrate  for 
methionine  synthase  (MS),  which  uses  a  derivative  of  folate,  MTHF, 
as a methyl donor to regenerate methionine, producing tetrahydrofo-
late (THF). HCY is also the substrate for the route to glutathione via 
cystathionine  beta-synthase  (CBS  or  cystathionine  synthase),  which 
is converted  to cysteine  (Section 18.3.2). This amino acid  is used  to 
generate  the  tripeptide  glutathione,  an  important  antioxidant  and 
detoxifier  in  the  cell  via  glutamate  cysteine  ligase  (GCL),  with  gam-
ma-l-glutamyl-l-cysteine (GGC) as an intermediate. Other conversion 
routes are not shown for clarity. About 3–5% of SAM is diverted to the 
polyamine pathway via decarboxylation (to dcSAM) by SAM decarbox-
ylase (SAMDC, Section 18.3.3). The methionine backbone of dcSAM is 
used by spermidine synthetase to convert putrescine into spermidine. 
Spermine synthase converts spermidine into spermine using a second 
molecule of dcSAM (back-conversion routes to putrescine involve sper-
midine/spermine-N1-acetyltransferase (SSAT) and other enzymes, not 
shown). De novo putrescine production requires  the activity of orni-
thine decarboxylase (ODC), the rate-limiting step in this pathway. SAM 
riboswitches  are  small  highly  looped RNA molecules, which  change 
configuration upon SAM binding, thus opening up or closing regions 
involved in transcription or translation (Section 18.4.1). Radical SAM 
enzymes with FeS clusters: see text and Table 18.1 (Section 18.5).7
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Table 18.1   Selected examples of radical enzymes using data from ref. 20.

Type Example Function

Glycyl radical PFL-AE, anaerobic glucose 
metabolism in microbes

Central role in generation of 
energy

aRNR, anaerobic reduction 
CTP to dCTP

Rate limiting step in DNA 
metabolism

Sulfur insertion BS, synthesis vitamin B1 Essential cofactor methionine 
cycle

Mutases PylB, synthesis pyrrolysine UAG stop codon of some 
MTases

Complex changes MoaA, synthesis molyb-
dopterin cofactor

Global cycling C, N, and S

ThiC, synthesis pyrimidine 
ring and vitamin B1

Essential cofactor methi-
onine cycle and central 
metabolism

QueE, ToyC, synthesis nucleo-
tide analogues

Modified tRNA for transla-
tional fidelity; antibiotic and 
antineoplastic

FbiC/CofH and CofG, synthe-
sis F 420 cofactor

Energy metabolism, antibiotic 
synthesis, DNA repair

MqnC and MqnE, synthesis 
vitamin K2

Electron shuttle in respiratory 
chain

NosL and NocL, synthesis 
modified thiopeptides

Antibiotic against drug- 
resistant pathogens

Methylation Radical SAM MTases (RSMT) 
class A. Cfr, chlorampheni-
col-florfenicol resistance

Methylation 23s rRNA and 
antibiotic

Radical SAM MTases (RSMT) 
class B: SAM + Cobalamine 
domain. TsrM: synthesis 
thiostrepton A

Antibiotic against drug- 
resistant pathogens, 
fungi, malaria, and (and 
antineoplastic?)

Radical SAM MTases (RSMT) 
class C: SAM + HemN 
domain. NocN thiopeptide 
synthesis/bleomycin family

Antibiotic against drug- 
resistant pathogens

Thiomethylation Radical SAM methylthiotrans-
ferases (MMTases). Five 
groups

Posttranslational modifica-
tions, stability codon-antico-
don and fidelity, antibiotic

(a) RimO: Asp on ribosomo-
mal S12

Bacteria

(b) MiaB: tRNAphe, anticodon 
reading codon with U start

Bacteria and eukaryotic 
organelles

(c) MtaB Eubacteria
(d) e-MtaB, e.g. CDKAL1 

involved in protein folding
Archaea and eukaryotes. Link 

diabetes
(e) MTL1 Epsilon-proteobacteria

Dehydrogenation Sulfatase maturating enzymes 
(anSME): Anaerobic oxida-
tion Cys or Ser to generate 
electrons. BtrN

Microbiome establishment 
and maintenance. Antibiotic 
butirosine

New bonds C–C, C–N, C–S Energy metabolism, transla-
tional fidelity, antibiotics
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tetrahydrofolate  (THF)  can  be  synthesized  by  plants  in  mitochondria,  and 
by microorganisms, but animals and humans must ingest this with food.94 
Impaired mitochondrial activity has been linked to the methionine cycle in 
e.g. diabetes type 2.95,96

Methionine  can  also  be  regenerated  via  betaine-homocysteine  MTase  1, 
BHMT1. In contrast to most MTases, BHMT1 is insensitive to feedback inhi-
bition by SAH, which may perhaps prevent high HCY levels in plasma (linked 
to CVD and diabetes97). Deregulation of SAM causes chromosome instabil-
ity, imprinting problems, cancer and disease, due to e.g. hypomethylation of 
promoter regions, activation of transposons and oncogenes, inactivation of 
tumor suppressor genes, incorporation of uracil in DNA, and/or futile cycles 
of DNA repair and chromosome breaks.98–104 Many human diseases are linked 

PqqE, cofactor Energy metabolism
TYW1, modification guano-

sine to wybutosine
Translational fidelity, stability 

codon-anticodon
Sectipeptides, TrnC and TrnD: 

two-component Thuricin D; 
AlbA: subtilosin A

Posttranslational modifica-
tions, antimicrobial and/or 
spermicidal

Bond cleavage C–C, C–N, and C–P Methionine cycle, DNA repair, 
antibiotic synthesis

SPL, spore photoproduct lyase, 
DNA repair

Repair UV-induced T dimers in 
absence of light DNA

DesII, synthesis d-desosamine Antibiotic
C–P lyase cluster, PhnJ conver-

sion alkylphosphonates to 
phosphates

Central metabolism

BslE, synthesis blasticidin S, 
inhibitor protein synthesis

Antibiotic inhibiting  
peptide bond formation in 
ribosome

Elp3, component of elongator 
complex. Multifunctional: 
histone acetyltransferase; 
modification of stress 
response tRNA; regulation 
mitosis and cytokinesis, 
demethylation

Linked to mitochondrial  
dysfunction, neurodegenera-
tion, viability of Drosophila, 
plants, and parasites; cancer

Modified 
tetrapyrroles

HemN and BchE: Synthesis 
heme, chlorophyll, cobala-
mine etc.

Central metabolic processes

Complex cluster 
formation

NifB, insertion large FeS clus-
ter (FeMoco) in nitrogenase 
precursor for; HydG, syn-
thesis H-cluster in [FeFe] 
enzymes

Reduction of N2 in the air; 
many metabolic pathways 
as e-acceptor or use in ener-
getic processes

Others Human viperin/RSAD2, inter-
feron-stimulated gene

Antiviral (dsRNA/DNA), 
antibacterial

Dph, modified His in Elp2 in 
archaea and eukaryotes

Translational fidelity and  
target of diphtheria toxin; 
cancer, mouse viability
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to faulty (de)methylation, e.g. systemic lupus erythematosus (SLE) is linked 
to overexpression of the ligand of CD27,105 as a result of decreased promoter 
methylation.106–120  SAM  supplements  sometimes  ameliorate  disease,121  but 
may contain the biologically active S,S  form of SAM as well as the inactive 
and possibly toxic R,S molecules.122 Finally, SAM methylates and detoxifies 
compounds such as arsenic.123–125

18.3.2  The Transsulfuration Pathway to Glutathione
Cystathionine  beta-synthase  (CBS)  can  divert  HCY  from  the  methionine 
cycle  to  generate  glutathione  (GSH)  via  the  transsulfuration  pathway  with 
vitamin B6 as the cofactor.124,126,127 (Figure 18.2). GSH is a ubiquitous tripep-
tide  with  antioxidant  and  detoxification  properties.  Keeping  the  balance 
between methylation and transsulfuration is important to prevent disease, 
and depends on methionine levels and allosteric activation of CBS by SAM. 
High  methionine  levels  favor  transsulfuration  to  cysteine  and  GSH,  while 
low  levels  favor  methylation.  In  the  latter  case,  decreased  binding  of  SAM 
to CBS destabilizes the protein, and thus CBS affects viability under condi-
tions of oxidative stress. The conserved SAM-binding domain of CBS proba-
bly functions as a metabolic sensor, and mutations in this CBS domain are 
linked to human disease, which may benefit from manipulation of GSH syn-
thesis.127–129 The methionine flux to transsulfuration is involved in longevity 
of certain rodents, e.g. the Ames dwarf mouse and the naked mole rat (see 
Section 18.6.3).130,131

18.3.3  The Polyamine Pathway
An estimated 3–5% of SAM in the cell is used by SAM decarboxylase (SAMDC) 
to generate dcSAM, the substrate for the synthesis of the polyamines spermi-
dine and spermine from putrescine (Figure 18.2). Already observed by Van 
Leeuwenhoeck  in 1678 as crystals  in semen,  these positively charged mol-
ecules bind negatively charged molecules  in the cell,  including DNA, RNA, 
proteins,  phospholipids,  and  many  other  molecules.  Ornithine  decarboxy-
lase (ODC) and SAMDC are rate-limiting in this carefully regulated pathway, 
which is important to maintain proper polyamine levels in the cell to remain 
alive and healthy (see e.g.  ref. 19,132–146). Regulation involves polyamine- 
dependent programmed frame shifting, proteasome-independent degradation, 
control by e.g. c-Myc, NQO1, APC, and an internal ribosome entry site (IRES), 
to name just a few.147–150 Ornithine, derived from arginine in the urea cycle, 
is expressed primarily in the liver and intestine, while polyamines are made 
in all tissues and are present in cheese and red meat. Spermidine synthase 
and spermine synthase use dcSAM to convert putrescine to spermidine, and 
spermidine to spermine, respectively, while fusion of the methionine back-
bone of dcSAM to putrescine generates methylthioadenosine (MTA), which 
can be recycled to methionine.88,151 Both methylation and polyamine levels 
decline during life, instigating early trials to prevent age-related senescence 
and/or cancer.138,152,153
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18.4  SAM and RNA-Based Control by Riboswitches
18.4.1  Discovery of SAM Riboswitches
Several  decades  ago  Tina  Henkin  reported  a  common  mechanism  with 
respect  to  the  regulation of  some aminoacyl-tRNA synthetase and amino 
acid biosynthesis genes in gram-positive bacteria, which involved transcrip-
tion antitermination at a conserved region in 5′ mRNA leader regions.154,155 
This  led  to  the  identification  of  conserved  motifs  in  genes  for  synthesis 
of  methionine  and  cysteine.156  These  motifs  were  recognized  by  a  small 
SAM-dependent,  highly  structured,  RNA  called  riboswitch  or  aptamer, 
which prevented binding of the 30S ribosomal subunit to the mRNA in the 
presence of SAM.157–159 Currently seven different SAM riboswitches, called 
S-boxes or SMK, are known and are  involved  in methionine synthesis, as 
expected,  but  also  sulfur  metabolism  and  other  pathways.158,160–178  Ribo-
switches  may  be  sensitive  to  SAM  or  its  metabolite  SAH,177,179  or  work  in 
tandem,  e.g.  SAM-I  and  a  B12  riboswitch.171,173,180,181  Other  metabolite- 
dependent  riboswitches  for  e.g.  thiamine,  purine,  glycine,  THF,  vitamin 
B12, uncharged tRNA, and SAM are common in bacteria (reviewed in ref. 
170,172,182–186)  and  some  have  been  described  in  plants,  fungi,  and 
marine eukaryotes.158,170,187 The thiamine pyrophosphate (TPP/vitamin B1) 
riboswitch occurs in all three domains of life.188–193 Interestingly, this ribo-
switch  blocks  ribosome  binding  or  terminates  transcription  in  bacteria, 
but appears to regulate gene expression in eukaryotes via alternative RNA 
splicing.188,194 Will there be SAM-dependent (alternative) splicing to be dis-
covered in humans?

18.4.2  SAM and Other Riboswitches
Several riboswitches affect SAM metabolism indirectly, e.g. ZTP riboswitches 
are members of a  large  family of  regulatory RNAs  that upregulate de novo 
purine synthesis in response to increased intracellular levels of ZMP or ZTP 
(5-aminoimidazole-4-carboxamide  riboside  5′-triphosphate).  ZMP  is  an 
important intermediate in purine biosynthesis and is linked to folate stress 
via  the  regulation  of  the  levels  of  a  key  component  of  one-carbon  metab-
olism,  N10-formyl-THF.195,196  By  2006,  the  first  structures  of  riboswitches 
had  become  available,  as  well  as  riboswitches  that  e.g.  control  expression 
of  a  reporter  gene  or  splicing  in  yeast,174,189,197–212  though  the  latter  use  of 
reporters controlled by antibiotics such as  tetracyclin needs careful evalu-
ation.213–215  There  is  probably  no  end  to  the  amazing  roles  of  these  small 
RNAs, as they may sense magnesium,189 or link to repeat expansion, and neu-
rological disease in mammals (see e.g. ref. 216 and 217). Batey172 compared 
the riboswitch with the IRES, the highly structured mRNA region in import-
ant mammalian genes such as ODC, insulin-like growth factor (IGF)-2, and 
c-myc.218–220 The question raised by the story of the TPP riboswitches is inev-
itable: Will RNA structures that bind SAM and thus control gene expression 
appear  on  the  human  horizon  and  dictate  the  activity  of  non-coding  and 
microRNAs?
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18.5  ‘Radical SAM’ Proteins with Iron–Sulfur (FeS) 
Clusters

18.5.1  Discovery of Radical SAM Enzymes
SAM-dependent ‘radical SAM’ enzymes with FeS clusters were recognized as 
a superfamily as recent as 15 years ago.18,89 These enzymes use a novel com-
mon mechanism of catalysis in all kingdoms in many metabolic pathways: 
a reduced [4Fe–4S]+ cluster transfers an electron to SAM to generate methi-
onine and a 5′-deoxyadenosyl radical,221,222  (see ref. 20 for details). Radical 
SAM proteins share a CX3CX2C motif, or variations thereof, which forms the 
FeS cluster (Figure 18.2). Three cysteines bind three of the four irons of [4Fe–
4S] at the active site of the enzyme, while the cluster requires the sulfur moi-
ety of SAM at the fourth iron for the generation of a 5′-deoxyadenosyl radical 
derived from SAM. The lack of a fourth cysteine makes these proteins hard 
to work with, as the cluster is oxygen-sensitive resulting in inactive [3Fe–4S] 
(which can be reverted back to [4Fe–4S] by reducing agents in an anaerobic 
atmosphere).20

The  mechanism  of  radical  SAM  enzymes  is  similar  to  that  of  B12 
enzymes.20,223 The radical produced can be the end product or an interme-
diate  in a complex chain of  reactions, while SAM itself can be used up, or 
regenerated to SAM via methionine.20 The review by Broderick et al.20 gives 
extensive  coverage  of  common  features  of  these  enzymes,  as  well  as  bio-
chemical, spectroscopic, structural, and mechanistic details. Some examples 
are presented in Table 18.1 and in the next section, in view of their relevance 
to the role of SAM in central metabolism and aging. By the end of May, 2016, 
∼114 000  enzymes  had  been  found,  eight  of  these  in  humans.224  Most  of 
these enzymes have been identified in bacteria, and hence may be relevant in 
microbiota that colonize our gut (see Section 18.6.5).

18.5.2  The Radical SAM-Binding Domain
In  2008,  the  first  structure  of  a  radical  SAM  enzyme  was  reported.225  By 
2014, the crystal structures of 14 radical SAM enzymes were known and sup-
ported the notion of a common fold composed of a full or partial TIM bar-
rel  (Section 18.2.2). A full barrel consists of eight alternating alpha helices 
and beta strands with the beta strands on the inside. The size of the barrel 
varies depending on the size of the substrate, which binds within the TIM 
barrel.20,226 SAM associates with the fourth iron of the [4Fe–4S] cluster in the 
same way in these 14 crystal structures.20

Many parallels exist between radical SAM and B12 enzymes, but also strik-
ing  contrasts:  the  cofactor  for  B12  enzymes  binds  outside  the  barrel,  and 
the dozen or so known B12 enzymes are mainly bacterial, while radical SAM 
enzymes occur in all kingdoms with an astounding rise in numbers from 600 
in 2001 to ∼48 000 in 2014, with the latest figure >110 000.20,224,227 Broderick  
et al.20 state that “ultimately, the use of the TIM barrel fold by B12 and radical 
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SAM systems speaks toward the evolutionary development of these enzymes 
and the requirement for a protein architecture that was inherently not com-
plex and in regards to radical SAM proteins allowed for the diversification of 
chemical  reactions  through  the  acquisition  of  additional  modular  protein 
domains.” Does this support the idea that radical SAM enzymes with their 
FeS clusters predate the B12 enzymes in protein-based catalysis?19,20,228,229

18.5.3  Types of SAM Radical Enzymes
At  least  a  dozen  types  of  radical  SAM  enzymes  perform  a  wide  variety  of 
reactions.20 These enzymes are involved in central metabolism, energy gen-
eration and transfer, in the synthesis of many essential cofactors and anti-
biotics, but also DNA repair, and RNA modifications that prevent inaccurate 
translation or generate antibiotic resistance20,230 (see Table 18.1; data derived 
from ref. 20). Many enzymes synthesize antibiotics and toxins that may affect 
functioning of mitochondria and chloroplasts.213,214,231–233 Well-known cofac-
tors  include  modified  tetrapyrroles,  such  as  (bacterio)chlorophyll,  heme, 
and  cobalamins,  to  name  just  a  few.18  Anaerobic  ribonucleotide  reductase 
(aRNR) reduces CTP to dCTP, a rate-limiting step in DNA metabolism strictly 
dependent on SAM.234,235 The sulfur-inserting enzyme biotin synthase  (BS/
BioB) uses two FeS clusters in a difficult final step in the synthesis of vitamin 
B1 (essential in the methionine cycle (Figure 18.2)). The reduced SAM-depen-
dent [4Fe–4S]+ cluster donates one electron to SAM producing a 5′-deoxyade-
nosine radical, which then requires a second half cluster, [2Fe–2S], to insert a 
sulfur atom into the biotin precursor.20,236,237 PylB is involved in the synthesis 
of pyrrolysine, present in the in-frame UAG amber codon in SAM-dependent 
MTases in certain archaea that use these MTases to generate methane.20 Com-
plex changes involve formation of the pyrimidine ring and synthesis of vita-
min B1. Nucleotide analogues act as antibiotics, neoplastic agents, enhance 
translational fidelity, and synthesize F420, the cofactor for hydride transfer 
in energy metabolism, antibiotic biosynthesis, and DNA repair. MqnC and 
MqnE are involved in the synthesis of vitamin K2, which serves as an electron 
shuttle between membrane-bound proteins in the respiratory chain; NosL/
NocL  are  involved  in  antibiotics  of  clinical  interest  against  drug-resistant 
bacterial pathogens (see ref. 20 for details).

Of particular interest are anaerobic sulfatase maturating enzymes (anSME) 
that can oxidize cysteine or serine residues in proteins to generate electrons, 
and play a key role in the microbiome (see Section 22.6.5). An SME is a group 
of at least 1400 enzymes with a SPASM domain and an amazing 7-cysteine 
motif  (CX9−15GX4C-gap-CX2CX5CX3C-gap-C),  which  coordinates  additional 
FeS clusters in these enzymes.20,238

Synthesis of enzymes that form C–C, C–N, and C–S bonds includes enzymes 
that regulate (post)translational modifications and fidelity, and synthesis of 
antibiotics  that  target  feared Clostridium difficile  and other pathogens.20,239 
PqqE is involved in the synthesis of pyrroloquinoline quinone (PQQ), a cofac-
tor found in alcohol dehydrogenases and other bacterial enzymes.240–242 Not 
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all  prokaryotes  synthesize  PQQ,  but  e.g. E. coli  can  use  it  in  an  alternative 
sugar transport system.243 PQQ is available as a probiotic and food supple-
ment.244  In  contrast  to  most  radical  SAM  enzymes,  PqqE  of  AM1  is  mark-
edly  oxygen-tolerant.245  Recently,  a  PQQ-dependent  enzyme  was  identified 
in  mushrooms,  with  possible  homologues  in  bacteria,  archaea,  fungi  and 
other  organisms.246  From  its  humble  activity  in  sugar  transport  in  E. coli 
thirty years ago,243 current reports link PQQ to oxidative stress and diseases 
that affect life span and aging, e.g. inflammation, liver disease, neurological 
disease, osteoarthritis, diabetes, and mitochondrial functioning, claims that 
warrant further investigation.247–262

Synthesis of enzymes that cleave C–C, C–N, and C–S bonds  include pro-
teins involved in central metabolism and antibiotic synthesis, but also SPL 
(spore photoproduct lyase), which can repair UV-induced thymine dimers in 
the absence of light.20 Biosynthesis of chlorophyll photosynthetic pigments 
requires  additional  FeS  proteins,  including  methylation  by  radical  RSMT 
of  the  tetrapyrrole  ring.20  Another  example  of  a  complex  formation  is  the 
molybdene-containing ‘FeMo-co’ [MoFe7S9C] cluster in nitrogenase that cat-
alyzes the reduction of nitrogen in our atmosphere to NH3.

20 On a different 
track, human viperin (RSAD2/Cig5) belongs to the group of interferon-stim-
ulated genes, which act as defense against (dsRNA and DNA) viral and bacte-
rial infections, but may also be involved in pregnancy and atherosclerosis.20 
Diphthamide  is  a  modified  histidine  in  elongator  protein  Elp2  in  archaea 
and eukaryotes, and the target of diphtheria toxin.20 The dph gene products 
are linked to various cancers, and Dph1 knocked out mice are inviable.263

18.5.4  Radical SAM Methyltransferases (RSMT)
Some  SAM-dependent  MTases  do  not  have  the  Rossmann  fold  (Section 
18.2.2), but are radical SAM MTases (RSMT). Three classes, A, B, and C, have 
been  identified.20  Class  A  Cfr  (chloramphenicol-florfenicol  resistance)  of 
Staphylococcus aureus has a single radical SAM domain. It uses a conserved 
cysteine to transfer a methyl group of one SAM molecule to 23S rRNA using a 
radical generated via a second SAM molecule. The likely homologue in E. coli, 
RlmN, also methylates 23S rRNA, but does not confer antibiotic resistance.20 
Class B RSMT contain both a radical SAM domain and a cobalamin-binding 
domain.20,264 One SAM molecule  is probably used to methylate  the cobala-
min  cofactor  using  a  radical  generated  with  a  second  SAM  molecule.  The 
first enzyme identified of this class was TsrM from Streptomyces laurentii, a 
tryptophan MTase involved in the synthesis of thiostrepton A, which targets 
various  pathogenic  bacteria,  malaria,  and  possibly  even  cancer.20  All  may 
not be what  it  seems: TsrM is a class B RSMT, but does not catalyze SAM-
based radical chemistry, while another enzyme in this class may be involved 
in  plasma  membrane  rigidity,  requiring  further  investigations.20  Class  C 
RSMT contain a radical SAM domain and a C-terminal domain resembling 
the HemN domain, involved in heme synthesis. The bleomycin biosynthetic 
genes belong to this class, which make thiopeptides and antibiotics, and may 
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also use Trp as a precursor (like TsrM). Both these and Yatakemycin (YtkT), 
a naturally occurring antitumor agent, are of clinical interest against drug- 
resistant bacterial pathogens, some fungi and cancer.20

18.5.5  Radical SAM Methylthiotransferases (MMTases)
Translational  fidelity  depends  on  RNA-post-translational  modifications, 
including  conserved  methylthio  modifications  on  ribosomal  protein  S12 
(e.g. RimO on an aspartic acid residue), and on the anticodon in tRNAs read-
ing codons beginning with U (e.g. MiaB on tRNAphe).20 MiaB and RimO use 
two molecules of SAM (one for the generation of a 5′ adenosyl radical, the 
other as methyl donor, as above).20 Sequence analysis reveals five families of 
MMTases in different kingdoms: MiaB (bacteria and eukaryotic organelles), 
RimO  (bacteria),  MtaB  (eubacteria),  e-MtaB  (archaea  and  eukaryotes)  and 
MTL1 (epsilon-proteobacteria). Studies with a human e-MtaB (CDKAL1) and 
the corresponding knockout mouse indicate a role for CDKAL1 in the preven-
tion of frame shifts and/or misreading. Improper translation might prevent 
proper processing and folding of e.g. proinsulin to insulin, which will influ-
ence the onset of type 2 diabetes (see ref. 20 for details).

18.5.6  The Special Case of Elp3
Elp3  was  identified  as  the  histone  acetyltransferase  (HAT)  component  of 
the elongator complex that associates with RNA polymerase II during tran-
scriptional elongation.265–272 The six-subunit elongator complex is conserved 
in  eukaryotes  including  plants,  while  archaeal  Elp3  catalyzes  the  wobble 
uridine in tRNA on its own in the absence of other Elp proteins.273 In Toxo-
plasma gondii  a  single  Elp3  protein  is  found  with  a  C-terminal  transmem-
brane domain, which localizes Elp3 to the mitochondrion, and is essential 
for parasite viability.268 In plants, elongator is required for the modification 
of  stress  response  tRNAs  for  efficient  translation  and  protection  against 
infection  (‘plant  immunity’),  e.g.  threats  caused  by  the  fungus  Fusar-
ium graminearum, which causes serious  loss of cereal crops and is  toxic  to 
humans and animals, and  the brown planthopper, a major  rice pest.274–278 
In addition to the C-terminal HAT domain, Elp3 has an N-terminal radical 
SAM domain, which is important for the activity and structural integrity of 
the elongator complex.279–281 Elp3 acetylates histones in the nucleus but also 
modifies tRNA.282–285 The resemblance of Elp3 to other proteins with a sim-
ilar two-domain structure suggested an additional role for Elp3 as a radical 
SAM histone demethylase,279,286 which was supported in vivo.286,287 Consider-
ing its manifold roles, it is not surprising that Elp3 mutations are linked to 
disease. Elp3 has attracted much attention by its link to actin-rich domains 
and  mitochondrial  dysfunction  in  neurodegenerative  disease  e.g.  familial 
dysautonomia,  and  motor  neuron  disease  (amyotrophic  lateral  sclerosis, 
ALS).283,288–293 Elp3 has also been implicated in colon and breast cancer.294,295 
In Drosophila melanogaster Elp3 is essential for viability, normal development 
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and  hematopoiesis,  and  deletion  of  Elp3  causes  morphological  defects  in 
neurons, and results in larval lethality at the pupal stage.296–298 This may link 
to yet another twist to the elongator story via codon-dependent regulation of 
translation: lysine codon usage bias, coupled to tRNA modifications, influ-
ences translation of Cdr2, a central regulator of mitosis and cytokinesis.299,300

18.5.7  Lessons from SAM-Independent FeS Proteins?
SAM-independent FeS clusters were discovered, and recognized as such, long 
before the radical SAM enzymes. Like radical SAM enzymes, FeS proteins are 
usually oxygen- and redox-sensitive, and are involved in basic processes in all 
life on earth.301–308 The FeS cluster of the regulator of fumarate and nitrate 
reduction  (FNR)  illustrates  the  swift  reaction  time  of  FeS  proteins.  Under 
anaerobic conditions a [4Fe–4S] cluster enables FNR to dimerize and activate 
anaerobic genes.309,310 Oxygen results in oxidation of [4Fe–4S] (to a [2Fe–2S] 
cluster), which inactivates the dimer and results in a swift, and if necessary 
temporary,  switch  to  aerobic  gene  expression.311  Assembly  of  FeS  proteins 
requires  a  scaffold  complex,18–20,307,312–320  and  mutations  in  scaffold  genes 
cause severe, often fatal disease, e.g. Friedreich’s ataxia.321,322

Several  DNA  base  excision  repair  (BER)  enzymes  are  FeS  pro-
teins.18–20,307,314,315  Interestingly,  four FeS DNA helicases are associated with 
severe  human  disease  and  aging:  XPD,  FancJ,  RTEL,  and  DDX11.316  XPD 
(Xeroderma pigmentosum (XP) group D) functions in DNA nucleotide exision 
repair as well as transcription, and is linked to XP, Cockayne syndrome (CS) 
and trichothiodystrophy (TTD).323–325 FancJ interacts with BRCA1 and is asso-
ciated with breast cancer and genomic instability  in Fanconi anemia.326,327 
RTEL/Rtel1 has a role in telomere maintenance.316 DDX11 (also called ChlRI/
Chl1/Ctf1)  causes  Warsaw  Breakage  Syndrome  (WABS),  is  embryonically 
lethal in mice, is required for rRNA transcription dependent on histone epi-
genetic modifications, is involved in chromosome transmission fidelity and 
sister-chromatid cohesion, is present at the replication fork as a putative rep-
lication licensing factor, and is essential for survival of melanoma cells.328–334 
Disruption of the FeS cluster results in clinically relevant mutations, which 
were confirmed in yeast.335 Such FeS-dependent diseases raise the question 
of  whether  human  radical  SAM  patients  exist  with  similar  serious  defects 
and short life span as a result (see Section 22.7). Will PARP inhibitors per-
haps be useful for radical SAM studies?336

In recent years XPD was shown to be essential for genome integrity and 
nuclear division in e.g. mouse and Drosophila, but this is not the end of the 
story.337–344  Like  P53  and  some  DNA  repair  enzymes,345–347  XPD  can  sense 
redox  changes  and  oxidative  stress  in  DNA,  which  may  enhance  detection 
of lesions or alterations in base stacking over long distances.348 In the case 
of P53, oxidative stress leads to DNA-mediated oxidation and disulfide bond 
formation in P53, which differentially affects binding of P53 to different pro-
moters.347,349  In  the  case  of  DNA  lesions,  XPD  and/or  FeS-containing  BER 
enzymes may act alone or together,307,314,315 and this DNA-mediated signaling 
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of XPD “may reflect a general biological  role  for DNA charge transport”,350 
which may bring new treatments for patients.348,351 Are radical SAM enzymes 
perhaps also capable of such lesion detection?

18.6  SAM and Aging
18.6.1  SAM, Mitochondria and Aging
Harmful effects of ROS radicals like superoxide and hydrogen peroxide are 
particularly  bad  news  for  mitochondria,  and  hence  life  span.352,353  Mito-
chondria  play  an  important  role  in  aging:  (a)  Mitochondrial  DNA  is  more 
vulnerable to damage than nuclear DNA, as repair depends on pol-gamma 
and is lower than in the nucleus. (b) Mitochondria cannot make SAM, which 
has to be imported by mitochondrial carriers involved in SAM metabolism, 
including SAM itself, ornithine, folate, and ATP/ADP exchange.354 SAM deple-
tion affects the production of GSH and increases mitochondrial instability, 
though unfortunately methionine supplements may enhance ROS.354–357 (c) 
ROS crosslinks Cys  residues  in mitochondrial proteins,  resulting  in degra-
dation unless rescued by repair enzymes and GSH.358 In line with this, long-
lived mice tend to have higher mitochondrial GSH levels.359 Increased GSH 
production  and  potential  decreased  availability  of  SAM  for  methylation 
delays  aging  and  affects  development,  as  e.g.  shown  after  overexpression 
of  the rate-limiting enzymes  in  the  transsulfuration pathway  in Drosophila 
(GCLC and GCLCM).352 In two of the three MAT enzymes, oxidation of Cys150 
reduces MAT activity (mentioned in ref. 352), which taken together make a 
strong case for a link between SAM and longevity due to altered flux through 
the transsulfuration route.

Fungal PaMTH, which methylates flavonoids in Podospora anserina, accu-
mulates  in  the  mitochondrial  matrix  of  senescent  cells  and  may  protect 
against oxidative stress and aging as overexpression increases life span.360–363 
Such post-translational modifications are not confined to this fungus, as e.g. 
mitochondrial  ATP  synthase  was  differentially  affected  in  both  P. anserina 
and in the brains of young versus old rats, as well as in human cells.364,365

18.6.2  SAM and Neurodegeneration
Deregulation of the methionine cycle has been reported in Alzheimer’s dis-
ease (AD) and other neurodegenerative diseases, such as ALS (see ref. 17,366–
382 and OMIM at383 for further details). Lowered expression of the presenilin 
1 (PS1) gene in AD is linked to the accumulation of amyloid-beta, character-
istic for this disease.366 Mildly elevated plasma levels of HCY in elderly people 
not only increased the risk of AD and neurodegeneration, but also cerebro-
vascular disease.384–386 Parkinson’s disease is a motor disorder due to loss of 
dopamine-producing  cells  in  the  brain,  which  leads  to  neurodegeneration 
due to methylation of dopamine by catechol-O-methyltransferase (COMT).387 
Down’s  syndrome  (DS)  people  suffer  from  mental  retardation  and  heart 
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problems, as well as premature aging and AD, as a result of an imbalance in 
the flux through the methionine cycle in favor of transsulfuration.388–391 Over-
expression of superoxide dismutase (SOD1) in DS causes chronic stress and 
protein  instability  in  red blood cells  due  to  damaged asparagine  residues, 
which cannot be properly  repaired by  a  specific  SAM-dependent  MTase.388 
Hence  in  this  case  it  is  radical  damage  to  proteins  that  requires  a  SAM- 
dependent MTase  for  repair. Whether altered SOD1 expression  in patients 
with  ALS,  or  that  of  SOD2  in  tumor  cells,  also  lack  such  SAM-dependent 
repair remains to be investigated.392,393

18.6.3  SAM and Long-Lived Rodents
The Ames dwarf mouse is a long-lived mouse with an enhanced flux towards 
the transsulfuration pathway  in several organs, which  is due to a pituitary 
gland problem and lack of growth hormone (GH).130 This affects tissue levels 
of SAM and SAH via glycine-N-methyltransferase (GNMT).130 SAM and folate 
control GNMT: low food intake of SAM inhibited GNMT and made more SAM 
available for methylation. When SAM was high, GNMT demethylated SAM, 
thus reducing SAM levels and  fueling  the  transsulfuration route. This and 
other data supported the notion that longevity of these mice was linked to 
a better defense against oxidative stress via higher GSH levels. Other recent 
reports also link GH (and insulin) levels to aging in these mice.394–400

The  naked  mole  rat  is  a  small  native  rat  in  East  Africa  with  an  incredi-
bly long lifespan of >30 years. It has the hallmarks of longevity, being very 
healthy with a stable genome, and  little or no signs of senescence or can-
cer (see e.g. ref. 401–406 for some recent references). As H2S has been impli-
cated in aging and lifespan in diet-induced longevity models,  the blood of 
this rat was compared with that of five mammalian species with different life 
spans.131  This  revealed  an  inverse  correlation  between  blood  sulfide  levels 
and longevity, which was linked to SAM via CBS. As mentioned before, SAM 
activates CBS and thus stimulates the transsulfuration route (Section 18.3.2). 
In the naked mole rat, SAM activated CBS to a higher degree compared to the 
other species, which warrants further investigation.131

18.6.4  SAM, the Microbiome and Aging
Microorganisms (microbiota, collectively called the microbiome) are essen-
tial in living beings, from humans to worms, flies, and coral, but also in sym-
biosis  with  plants.407–410  They  have  a  beneficial  effect  on  host  metabolism 
and the immune system by providing nutrients and energy (like mitochon-
dria and chloroplasts, which are symbionts  that originated from bacteria), 
and do jobs the host cannot do: e.g. fix nitrogen, degrade cellulose, and har-
vest light. In humans, microbiota break down dietary fiber, produce essen-
tial vitamins and amino acids, and detoxify harmful chemicals. Especially B 
vitamins, including B1, B6, B12, and folate (B9), are important and are inter-
twined  with  SAM-dependent  cycles  and  pathways.  Often  the  microbiome 
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provides some of the enzymes for a particular route, while the host provides 
others  (‘metabolic  collaboration’),  including  critical  transport  proteins.411 
Lactobacillus-based probiotics are implicated in benefiting the body beyond 
the gastrointestinal (GI) tract, e.g. diabetes type 2, CVD, and cancer.412 The 
microbiome appears to be sensitive to changes in the immune system and 
differences in the composition of our microbiome are apparently associated 
with disorders including colon cancer, inflammatory bowel disease, obesity, 
the severity of autism spectrum disorders, protection against pathogens and 
parasites, and differential responses to medical treatments.407–410,413

Bacteria can slow down aging in a simplified model for the human–micro-
biota–diet system, that of the worm C. elegans fed with E. coli.49 The beauty 
of this system is that mutants of both bacteria and worm can be made and 
tested  in  the  lab  as  they  will  be  viable  on  certain  media  but  conditionally 
lethal on different feeds.49 On the one hand, C. elegans and E. coli share bio-
synthetic routes, and wild type or mutant bacteria affect the lifespan of the 
worm in different ways. On the other hand, mutant long-lived worms exist 
that affect the route to chorismate, the precursor for Tyr, Phe, and Trp, folate 
and other important molecules.49 The increased life span due to decreased 
bacterial folate synthesis is one of the few interventions in E.coli that slows 
aging of C. elegans (mentioned in ref. 49). The worm is not the only organ-
ism affected by the contents of the microbiome. A striking effect of righting 
‘wrong’ microbiota in humans has been observed with fecal transplantation 
to alleviate infection with Clostridium difficile.414

18.6.5  SAM and Establishment and Maintenance of the 
Microbiome

How diet and microbiota influence aging and chronic disease in humans is 
an  important question, but how do microbes actually establish and main-
tain themselves?415–417 Microbiota numbers are staggering: the microbiome 
genomes combined carry ∼106 genes (300× more than the human genome); 
the number of cells may be up to 10× more than that of the host, and take up 
as much as 35% of the total mass in some marine sponges.410 Transmission 
of microbes occurs in various ways: via cytoplasmic inheritance, eggs, feces, 
direct  contact  during  and  after  birth,  breastfeeding,  insects,  environment, 
while  during  vegetative  or  asexual  reproduction  microbiota  automatically 
transfer to offspring.410

Two  protein  families  have  been  implicated  in  the  establishment  (‘colo-
nization’)  and  maintenance  (‘persistence’)  of  bacteria  within  the  GI  tract: 
sulfatases  and  radical  SAM  enzymes  (Section  18.5.2).418–423  Microbes  may 
carry up to 100 or more potential sulfatase genes in their genomes,419,424,425 
which  require  a  single  anaerobic  sulfatase  maturing  enzyme,  called 
anSME.418 AnSME proves to be a key radical SAM enzyme for colonization, 
which acts on Ser and Cys residues via a unique oxygen-independent mech-
anism.20,226,407,418,420,422,423,426–429  anSME  carries  three  [4Fe–4S]  clusters:  the 
SAM-dependent cluster plus two essential helper clusters, and is the founder 
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member of radical SAM enzymes with the ‘SPASM’ domain,427,430,431 see ref. 
418  for  details.  These  bacterial  sulfatases  are  probably  involved  in  access 
to  carbon  sources  in  the  GI  tract,  cofactor  biosynthesis,  and  post-transla-
tional modifications, suggesting a role in disease like that of human sulfa-
tases.419–421,426,432–434 Taken together, it is “likely that the central role of radical 
SAM enzymes in the human microbiota is just emerging.”418

18.7  Conclusions
The  involvement  of  SAM  in  methylation,  transsulfuration  and  polyamine 
synthesis already placed SAM at the heart of metabolism and aging a decade 
ago.7,17 Epigenetic regulation affects metabolism at the DNA level, but also 
the flux through the many SAM-dependent pathways, which contributes to 
(immune)  disease,  tumorigenesis,  and  aging.114,435  The  tremendous  prog-
ress made  in recent years now allows us  to start  to understand how inter-
connected the SAM routes are with each other and, especially, with ancient 
biochemistry via riboswitches and radical SAM enzymes. With respect to the 
latter, it will be interesting to see whether some SAM-dependent riboswitches 
affect eukaryotic splicing  like TPP riboswitches  (Section 18.4.1), or  radical 
SAM enzymes respond to PARP like DDX11 and FancJ,336 and/or are capable 
of sensing DNA damage like XPD (Section 18.5.7). The necessity for growth, 
maintenance and repair of cellular components requires multilevel control of 
DNA, RNA, and protein synthesis with a concomitant careful distribution of 
energy resources. Switching from growth to maintenance to increase health 
and life span436–446 appears to be especially linked to a careful balance between 
the methionine cycle and transsulfuration route, which relies on SAM (see 
e.g. Sections 18.3.2 and 18.6.3). SAM is involved in stress responses (Section 
18.5.3) and good stress management,  inter- and intra-cellular communica-
tion, and mitochondrial functioning will slow down aging and enhance lon-
gevity, which may profit from pharmacological intervention.435,446–452 SAM is 
implicated  in the usefulness of a compound like resveratrol, which affects 
MAT2B and SIRT1, and mitochondria,453–455 and may improve insulin sensi-
tivity  in obese mice and humans.456 SIRT1 links mitochondrial respiration 
with  genome  stability,  immunity,  cell  death,  and  energy  metabolism  (see 
e.g.457,458 and elsewhere  in  this volume). SAM is also  linked with SIRT1 via 
synthesis of e.g. PQQ (Section 18.5.3).251 Mutants fail to maintain a proper 
balance between protein synthesis and energy availability.77,457,459–461

Many questions remain and certainly new discoveries will be made in the 
not too distant future. Obesity is a growing problem in modern society with 
unresolved  issues  of  causality  (apart  from  over-eating).  Do  humans  run  a 
higher risk of becoming obese due to early exposure to antibiotics, as mice 
appear to do?462–464 And are artificial sweeteners a risk for glucose intolerance 
in  humans  by  changing  the  microbiome,  as  they  appear  to  do  in  mice?465 
Medication that supports the observed effects of caloric restriction, changes 
in lifestyle and food intake, and exercise, will be the best pharmacological 
intervention strategy to promote, and maintain, the health of the body and 
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brain, and prevent cancer.466–470 This indicates targeting metabolism of amino 
acids  like  Arg  and  Gln  via  their  links  with  ornithine/ODC,  GGC/GSH,  and 
the urea cycle (Figure 18.2, Sections 18.3.3 and 18.3.2), essential for proper 
brain function.471,472 Inhibition of ODC, and hence the polyamine pathway, 
appears to be a common theme in this respect: e.g. disruption of Arg metab-
olism by ODC inhibitor DFMO protects mice from AD symptoms;471 both Arg 
and Gln stimulate ODC activity by inhibiting the synthesis of a natural ODC 
inhibitor (antizyme-1/AZ1),  in turn dependent on the mTOR pathway;473,474 
polyamines improve age-associated mitochondrial dysfunction, and exercise 
upregulates ODC, and reduces CVD.475 Other ODC  inhibitors,  such as her-
bacetin,476 and hydroxylamine-containing inhibitors of e.g. SAMDC or ODC, 
can lower polyamine levels and slow growth of cancer cells, as well as block 
parasites that cause diseases such as malaria and sleeping sickness.477 Inter-
estingly, knockdown of Cantoni’s MTase that methylates nicotinamide (vita-
min B3, Section 18.2.1) protects against diet-induced obesity by upregulating 
ODC.478  Despite  the  early  promise  of  DFMO  in  tumor  mouse  models,  and 
the strong association of polyamines with cancer, progress as a therapeutic 
agent in clinical trials in humans is slow.142,479–481 This may perhaps require a 
combined therapy with e.g. polyamine transport inhibitor AMXT-1501 482 but, 
alternatively, may require strategies that affect the establishment and proper 
maintenance of the microbiome, in which radical SAM anSME play a key role 
(Section 18.6.5 and Figure 18.2).

Note Added after Completion of the Manuscript
A review by Landgraf et al. just went online in Annu. Rev. Biochem. describing 
human diseases linked to radical SAM enzymes: MoaA/MOCS1A, TYW1, Elp3, 
RSAD1, LipA/LIAS, MiaB/CDK5RAP, MtaB/CDKAL1, and Viperin/RSAD2; see 
ref.224 for details.

Abbreviations
aRNR   anaerobic ribonucleotide reductase;
[4Fe–4S]   iron-sulfur cluster of 4Fe plus 3× Cys + SAM, or 4× Cys;
AD   Alzheimer’s disease;
ALS   amyotrophic lateral sclerosis;
anSME   anaerobic sulfatase maturating enzyme;
BHMT1   betaine-homocysteine MTase 1;
BS   biotin synthase/BioB;
CBS   cystathionine beta-synthase/cystathionine synthase;
CVD   cardiovascular disease;
dcSAM   decarboxylated SAM;
DS   Down’s Syndrome;
Elp   elongator protein;
FeS   iron–sulfur cluster;
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Folate   vitamin B9;
GCLC   subunit C of glutamate cysteine ligase;
GGC   gamma-l-glutamyl-l-cysteine;
GH(R)   growth hormone (receptor);
GNMT   glycine-N-methyltransferase;
GSH   glutathione;
HCY   homocysteine/HC;
IGF   insulin-like growth factor;
IRES   internal ribosome entry site;
MAT   methionine adenosyltransferase/SAM synthetase;
MMTase   radical SAM methylthiotransferase;
Mqn   menaquinone/vitamin K2;
MS   methionine synthase;
MTase   methyltransferase;
(M)THF(R)   (methyl)tetrahydrofolate (receptor);
Nicotinamide   vitamin B3;
Nos   nosiheptide, thiopeptide;
PFL-AE   pyruvate formate-lyase activating enzyme;
PQQ   pyrroloquinoline quinone;
Que   quesosine, pyrrolopyrimidine;
Riboswitch   ribozyme or aptamer;
ROS   reactive oxygen species;
RSMT   radical SAM methyltransferases;
S-box   SAM-binding box or SMK;
SAH   S-adenosylhomocysteine;
SAM   S-adenosylmethionine or AdoMet;
SAMDC   SAM decarboxylase or AMD;
SOD1   superoxide dismutase;
SPL   spore photoproduct lyase;
TIM   triose phosphate isomerase;
Toy   toyocamycin, pyrrolopyrimidine;
TPP   thiamin pyrophosphate/vitamin B1;
XP   Xeroderma pigmentosum.
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19.1   Introduction
Melatonin (N-acetyl-5-methoxytryptamine; Figure 19.1) originally became 
known as a hormone of the pineal gland. Its name was coined with regard 
to its first-discovered biological function, skin-lightening in frogs and fish,1 
which possess melanocytes that contain melanosomes moved by motor 
proteins. Since then, a considerably broader spectrum of actions has suc-
cessively been identified. The next discovery concerned the chronobiological 
role of this compound, which was shown to oscillate in vertebrates in a cir-
cadian fashion, with a prominent nocturnal peak, and to entrain, in many 
of them including humans, the rhythmicity in the circadian master clock, 
the suprachiasmatic nucleus (SCN).2 In seasonally breeding mammals, but 
not in humans, melatonin acts also as a key regulator of annual rhythms, in 
which it transmits photoperiodic information to the respective organs that 
undergo seasonal changes.2,3 Meanwhile, countless additional functions 
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Figure 19.1    Melatonin (1) and formation of its protective kynuramine metabolites, 
AFMK (5) and AMK (6). Hydroxylations (compounds 1 → 2, 1 → 3,  
2 → 4) and oxidative cleavage of 3 → 5 occur under the influence of 
electron/hydrogen-abstracting free radicals, such as •OH. Pyrrole ring 
cleavage of 4 → 5 represents a spontaneous rearrangement. Diox-
ygenation of 1 → 5 is possible by various mechanisms, including 
enzymatic, pseudo-enzymatic, free-radical, singlet-oxygen and photo-
chemical reactions. Deformylation of 5 → 6 occurs in enzymatic or 
photochemical reactions. For details see ref. 106 and 107.
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have been identified, and melatonin actually appears as an orchestrating, 
pleiotropic regulator molecule that can act in virtually all cells of a mamma-
lian body.4,5 This comprises chronobiotic effects in peripheral, sometimes 
semi-autonomous, oscillators and also direct up- or down-regulation of gene 
expression.6,7 Moreover, melatonin is meanwhile known to be formed in 
numerous extra-pineal organs and cells, in quantities that exceed in total by 
far those found in the pineal gland, but usually do not contribute much to 
the circulating hormone.5

With regard to the multitude of melatonin’s actions, it is not surprising 
that various forms of melatonergic dysfunction are associated with disorders 
and diseases.6–8 Perturbations of melatonergic signalling can have different 
reasons, such as (i) age- or disease-dependent decreases of melatonin secre-
tion, (ii) presence of melatonin receptor variants (a) with altered or virtually 
absent binding affinity, (b) with poor surface expression or (c) with imbal-
ances between the parallel signalling pathways of cAMP reduction and MAP 
kinase activation, and (iii) chronodisruption, which leads to a disturbed, par-
tially suppressed or dysphased melatonin rhythm. Circadian disruption by, 
e.g., light at night, shift work or unfavorable lifestyle including eating at night 
can cause numerous health problems, favours the development of metabolic 
syndrome, insulin resistance as well as sleep deficit-related mood disorders 
and may represent a risk factor for several types of cancer.9,10 These observa-
tions are also supported by the fact that gene variants of cellular circadian 
core oscillators are associated with these diseases and disorders.6 Melatonin 
levels and patterns are altered by chronodisruption in different ways, (i) by 
causing shifted and blunted rhythms of secretion, (ii) by photic turnoff of 
pineal melatonin synthesis, and (iii) by disease-induced reductions of mela-
tonin formation.9,10

The observation that pineal melatonin synthesis and secretion typically 
decrease in the course of aging has been one reason to assume a role of the 
pineal hormone in the aging process and to speculate whether correction 
of melatonin deficits might prolong the lifespan. However, two complica-
tions concerning the reduction of melatonin secretion should not be over-
looked. First, these decreases are inter-individually highly variable and may 
be caused, at least to a certain extent, by disease-related suppression of mela-
tonin formation.8 Second, reduced melatonin synthesis and rhythmicity may 
be preceded and caused by deteriorations of the circadian master clock, SCN, 
and/or its respective neuronal connections.6 This is particularly evident in 
dementias of the Alzheimer’s type, but also occurs more mildly in normal 
senescence. Nevertheless, a good reason for studying the role of melatonin 
in aging may be seen in the numerous effects of the pineal hormone on key 
functions of health maintenance and senescence-sensitive physiological 
processes, such as energy sensing, metabolic regulation, support of mito-
chondrial electron flux, avoidance of excessive free radical formation and 
elimination of these reactive compounds, prevention of neuronal over-ex-
citation and microglia activation, and various immunological actions.11 
However, the crucial question raised by the multiplicity of mostly beneficial 
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effects is that of whether melatonin can really extend lifespan, particularly 
in humans, or whether its value may predominantly be seen in the mainte-
nance of health during aging.

19.2   Overview of Melatonin’s Actions in Relation to 
Aging

Aging is associated with numerous changes. Some of them gave rise to 
assumptions concerning the primary reasons for aging and led to several par-
tially competing theories of aging.11 The main lines of argumentation include 
limitations of age by (i) energy expenditure, (ii) mitochondrial dysfunction 
that causes increasing damage by free radicals and, often, cell death, (iii) 
immune remodelling during senescence and mechanisms of inflammaging, 
(iv) reduction of cell division capacity by progressive telomere attrition and 
losses of stem cells. A closer look shows that all these processes are not suit-
able for monocausal explanations, but are, in fact, multiply interconnected. 
This insight has given rise to network hypotheses that underline the inter-
connections.11–14 Moreover, a necessary distinction has to be made between 
(i) the basic, rather slowly progressing mechanisms of aging that lead to a 
steady, continuous decline in physical capacity and (ii) the step-wise, dis-
continuous deteriorations caused by diseases, which bear the potential of 
considerably accelerating aging.15 This duality in the dynamics of aging is 
also relevant to the actions of melatonin because numerous effects have been 
described that concern either the slow, lingering basic processes or the dis-
ease-related, aging-promoting damage.11

19.2.1   Energy Balance and Metabolic Sensing
Although a comparison of equally sized endothermic vertebrates clearly 
demonstrates that energy consumption alone cannot explain the limits of 
lifespan,11,15 energy metabolism, balance, sensing and disturbances thereof 
can certainly contribute to the velocity and course of aging. This may be par-
ticularly important for the avoidance of metabolic diseases, especially all 
aspects of insulin resistance, including obesity, metabolic syndrome and 
diabetes type 2. Interestingly, calorie restriction not only prolonged lifespan 
in rodents, but also preserved the functioning and circadian rhythmicity of 
the pineal gland.16,17 However, it is still uncertain whether these findings are 
also applicable to humans because of profound differences to rodents, which 
continue to grow until senescence and are less facing the problem of malnu-
trition under food restriction as seen in primates. With regard to melatonin, 
its administration to rodents in the chow was shown to reduce food intake,18 
whereas intraperitoneal injections favoured carbohydrate consumption after 
a circadian phase shift.19 This result indicates a role of the circadian system 
in the metabolic effects of melatonin. Although strengthening of the circa-
dian system may be beneficial in both rodents and humans,6 a frequently 
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overlooked difference should be taken as a strong caveat for translating find-
ings obtained in these laboratory animals. In the nocturnally active rats and 
mice, melatonin is associated with physical exercise, food intake and higher 
neuronal activity, whereas it is related, in the diurnally active human, to rest, 
sleep and, thus, a pause in food consumption. Because of this fundamen-
tal difference, melatonin can have opposite effects in nocturnal and diurnal 
species, especially in the field of energy metabolism, something that should 
be kept in mind when judging the relevance of respective preclinical results, 
including those discussed in this article.

Several pathways of nutrient sensing and regulation of energy metabolism 
are affected by melatonin, however, in different ways. One of these concerns 
the aging-promoting effects of growth hormone (GH), its mediator, insu-
lin-like growth factor 1 (IGF-1), and downstream signalling factors.11 In rats, 
melatonin caused an increase in the fronto-parietal density of the soma-
tostatin receptor, which had been interpreted in terms of an inhibition of GH 
secretion.20 However, in humans, melatonin decreased somatostatin levels, 
enhanced GH and also the response to GRH1-44.21,22 Surprisingly, this does 
not seem to represent an aging-promoting effect, since the changes were not 
accompanied by a corresponding increase in IGF-1.

Insulin, an even more important regulator of energy metabolism, is also 
influenced by melatonin, as indicated by anti-diabetic effects,23,24 suppres-
sion of insulin resistance,25–29 and variants of the melatonin receptor gene 
MTNR1B that are associated with diabetes type 2.6,8 A complication may be 
seen, at first glance, in the existence of common signalling pathways initiated 
by IFG-1 and insulin. However, as melatonin did not elevate IGF-1, this may 
be less relevant and effects on insulin actions seem to be of higher impor-
tance. In cultured pancreatic islands from rats, melatonin induced tyrosine 
phosphorylation of IGF and insulin receptors, with subsequent activation of 
MAP kinase and PI3K/Akt pathways.30 Although disruption of PI3K/Akt sig-
nalling is believed to represent an anti-aging effect,11,31 its activation may 
rather represent a health-promoting action in the islets, in terms of diabetes 
avoidance. Several reports have documented beneficial effects of melatonin 
in reducing features associated with metabolic syndrome and insulin resis-
tance, such as weight gain, hyperglycemia, dyslipidemia, hyperinsulinemia 
and hypertension, in different rat models.32–35 Such findings were not only 
obtained in nutrient-induced disorders or diabetes-prone animals, but also 
in aging rats.36 Moreover, synthetic melatonergic agonists, such as ramelt-
eon and piromelatine, were shown to be effective in improving metabolic 
parameters, as summarized elsewhere.11 However, as all these encouraging 
data had been obtained in nocturnally active rodents, it would be of utmost 
importance to be certain of the equal suitability of melatonin in humans. 
To date, respective findings are still controversial. While melatonin secre-
tion was reported to be inversely correlated with insulin resistance in young 
non-diabetic women,37 another study reported impairments of glucose tol-
erance in response to melatonin, regardless of whether it was administered 
in the morning or in the evening.38 It may still be possible that results of 
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both studies are correct and that the differences are related to the levels and 
time course of melatonin after administration, including the possibility of 
transient receptor desensitization. At least, the unfavourable results should 
be taken as a caveat concerning the belief that pharmacological levels of mel-
atonin may easily readjust metabolic deviations. However, data on melato-
nergic treatment of diabetic patients will finally be decisive for judging the 
suitability of melatonin in this complex of pathologies.

A connection between insulin secretion and another metabolic sensor, 
AMPK (adenosine 5′-monophosphate kinase), seems to also be influenced 
by melatonin. This enzyme is activated via phosphorylation by AMPK kinase 
(AMPKK) and pAMPK levels were found to be reduced by melatonin in INS-1E 
insulinoma cells.39 Similar reductions were observed in the immortalized 
hippocampal cell line HT22 exposed to Aβ1-42,40 but increased expression was 
reported in steatotic liver41 as well as in the muscles and liver of aging rats,42 
whereas no changes were observed in pre-myoblastic skeletal muscle cells43 
and in HepG2 hepatoma cells.44 Therefore, it seems important to discrimi-
nate between developmental stages, tissues and transformed vs. non-trans-
formed cells. More information is required on melatonin effects on AMPK 
in the gerontological context. This demand is presumably important under 
a further aspect of aging concerning circadian rhythmicity.11,45 AMPK was 
shown to act as an accessory component of cellular circadian oscillators and, 
thereby, to phase-shift circadian rhythms.46 Moreover, the AMPK activator, 
metformin, otherwise used as an anti-diabetic drug, reduced the amplitude 
of the melatonin rhythm in ewes.47 This role is of particular interest with 
regard to declining rhythm amplitudes in the course of senescence as well 
as rhythm-supporting effects of melatonin on central and peripheral oscil-
lators.6 However, the findings on AMPK activation are rather in favour of a 
negative relationship between melatonin and this metabolic sensor.

Sirtuin-1 (SIRT1) is another metabolic sensor with relevance to circadian 
oscillators and regulation by melatonin. Primarily known as an aging sup-
pressor with protein deacetylase activity,48 it is also intertwined with AMPK 
signalling,11 calorie restriction,49 and mitochondrial proliferation.11,49 Again, 
SIRT1 acts as an accessory component of circadian oscillators. In this role, 
it displays a profound regulatory function on the so-called core oscillator 
and is required for high rhythm amplitudes of Per2, Cry1, Bmal1 and RORγ 
transcription.50–54 In brief, it promotes the degradation of the core oscillator 
protein PER2 by deacetylation and exerts a crucial effect via binding to the 
BMAL1/CLOCK complex at E-box containing promoters, where it acts as an 
activator in the presence of its substrate, NAD+. The ternary protein complex 
activates E-box-dependent genes, including Per1, Per2, Cry1, Cry2, Rev-erbα 
and that of the key enzyme of the NAD+ salvage pathway, NAMPT (nicotin-
amide phosphoribosyltransferase). The resulting cycle of NAD+, thus, drives 
the expression levels of the mentioned core oscillator components and, indi-
rectly via additional feedback loops, those of other components.

With regard to the aging-dependent decreases in circadian rhythm ampli-
tudes, including that of melatonin secretion, an utmost important question 
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was that of whether melatonin would influence the expression of SIRT1. 
Reports concerning melatonin effects on SIRT1 levels demonstrated strongly 
contrasting changes of either down- or up-regulations. However, the condi-
tionality of this divergence became readily obvious. When studied in mel-
atonin-responsive cancer cells or tissues, in which apoptosis is induced by 
this agent, melatonin consistently caused a suppression of SIRT1.55–57 How-
ever, in other systems, the opposite was observed. Melatonin up-regulated 
SIRT1 in various models of brain injury,58–61 in myocardial ischemia-reperfu-
sion,62 in mesenchymal stem cells,63,64 and, notably, in senescence-acceler-
ated, normally aged, old ovariectomized rodents or in cultured neurons from 
old animals.27,65–72 The discrepancy between tumour and non-tumour cells 
is explained by differences in the circadian oscillator system.73 In tumour 
cells, cellular circadian oscillators are strongly dysregulated by epigenetic 
silencing of several core oscillator genes, especially Per2, which otherwise 
have tumour suppressor properties. Apart from this necessity for being able 
to exist as a tumour cell, the silencing seems to fix the oscillators in positions 
favouring cell proliferation, which are characterized by high expression lev-
els of SIRT1 and CLOCK. Melatonin strongly reduces the expression of these 
two proteins and, thus, proliferative capacity.73 Via further signalling connec-
tions, it also allows and promotes apoptosis, which is otherwise inhibited 
by melatonin in non-tumour cells.5 In well-operating oscillators, melatonin 
can only act phase-dependently. Aging-related reductions in the expression 
levels of SIRT1 and also the core oscillator proteins PER2 and BMAL1 can 
be reversed by the pineal hormone.73 In the gerontological context, up-reg-
ulation of SIRT1 was accompanied by corresponding changes in acetylated 
substrates and components of the downstream signalling pathways.11 These 
data as well as the changes in interrelated and converging pathways have 
been summarized in a recent review.11 These include signalling by NO, per-
oxisome proliferator-activated receptor-γ coactivator-1α (PGC-1α), peroxi-
some proliferator-activated receptor-γ (PPARγ), LKB1 (liver kinase B1), PI3K 
and Akt/PKB. Moreover, it should be briefly mentioned that research has now 
started to also consider effects of melatonin on other members of the seven 
mammalian sirtuins. SIRT2 was reported to be increased by melatonin in 
the aging colonic mucosa.74 In the dentate gyrus of aging rats, the senes-
cence-dependent decrease of SIRT2 was reversed by growth hormone, but 
not by melatonin, contrary to stimulatory effects on SIRT1.70 In hepatocytes, 
melatonin was shown to up-regulate SIRT3, one of the sirtuins located in 
mitochondria, in conjunction with elevations of MnSOD, the superoxide dis-
mutase subform of this organelle.75 The inductions of SIRT3 and MnSOD 
were also reported to be prevented by knockdown of AMPK,75 a finding that 
raises new questions concerning the divergent results on the relationship 
between melatonin and this kinase. In the context of hepatic cadmium  
toxicity, another study described melatonin-induced increases in SIRT3 
activity, but not SIRT3 expression, along with reduced MnSOD acetylation, 
i.e., activation of this enzyme, and suppression of autophagic cell death.76 
Further systematic investigation of all sirtuin subforms may be a promising 
field of future melatonin research.
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19.2.2   Counter-Action of Mitochondrial Dysfunction and 
Anti-Oxidant Actions

Numerous studies have investigated protective effects of melatonin at the 
level of mitochondria. Various models have followed the concept of induc-
ing mitochondrial dysfunction by applying mitochondrial toxins, high-grade 
inflammation due to sepsis or endotoxemia, ischemia-reperfusion, excito-
toxicity and other means of causing calcium overload, frequently with the 
aim of inducing apoptosis, autophagic cell death or mitophagy.5,77 Despite 
the medical relevance of these approaches, they may not sufficiently cover 
the changes of mitochondrial function in aging, although there is certainly 
some overlap.

Mitochondria are protected by melatonin in multiple ways, which com-
prise (1) reduction of electron dissipation and, thus, free radical formation 
by modulating electron flux, (2) enhanced de novo synthesis of respirasomal 
proteins, (3) prevention of blockades of the electron transport chain (ETC) by 
reducing damage caused by oxidation, nitration and nitrosation of ETC com-
ponents, (4) prevention of long-lasting opening of the mitochondrial perme-
ability transition pore (mtPTP), (5) up-regulation of anti-oxidant enzymes, 
(6) improvement of the redox balance of glutathione (GSH/GSSG ratio), (7) 
inhibition of cardiolipin peroxidation, a crucial enzymatic step leading to 
dysfunction and apoptosis, (8) prevention of Ca2+ overload by anti-excitatory 
and anti-inflammatory actions, (9) increasing the number of mitochondrial 
DNA (mtDNA) copies, and (10) favouring the maintenance of mitochondrial 
mass including the inhibition of mitophagy. These numerous actions have 
been multiply reviewed under various aspects, including their relevance to 
aging.5,11,77–85

Instead of repeating all these details in a general context, several specific 
aspects of particular importance to aging shall be discussed. The free radical 
theory of aging assumes progressive damage to mitochondria by radicals that 
are largely formed in these organelles, e.g., by electron dissipation from the 
ETC, with the consequence of increasing rates of radical production.86–91 The 
primarily formed superoxide anions (O2•−) can lead to free radicals of higher 
reactivity, either via H2O2 and the Fenton reaction or by combination with 
•NO to peroxynitrite (ONOO−), from which hydroxyl radicals (•OH), carbon-
ate radicals (CO3•−) and •NO2 are formed.11,77,79,83 The mitochondrial forma-
tion of CO2 in the citric acid cycle may indicate an enhanced importance of 
CO3•− and •NO2 deriving from the peroxynitrite–CO2 adduct (ONOOCO2

−).83 
In comparison to •OH, the role of CO3•− may have been underrated, since it is 
sufficiently reactive to oxidize many biomolecules but is, by virtue of its res-
onance stabilization, considerably longer-lived than •OH. Another assump-
tion of the free radical theory of aging, namely the progressive damage of 
mtDNA, may, however, turn out to be overrated. First, the absence of histones 
at mtDNA has been misinterpreted in terms of naked, unprotected DNA, 
although it is, in fact, densely covered by proteins such as the mitochon-
drial transcription factor A (mtTFA) and other integral components includ-
ing anti-oxidant enzymes.92 Second, a study on aging mtDNA mutator mice 
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showed that the production of free radicals was not substantially higher than 
in age-matched controls, despite accumulated mitochondrial mutations.93 
Although the damage to mtDNA does not appear to be decisive, senes-
cence-associated rises in free radical formation are observed, which should 
be rather attributed to a higher frequency of partial ETC blockades.

Several actions of melatonin seem to reduce the aging-related increases in 
mitochondrial free radical generation. Melatonin is capable of efficiently scav-
enging free radicals of higher reactivity, in particular, •OH 94–96 and CO3•−,97 
but poorly interacts directly, in the absence of catalysts, with O2•−.98 The real 
contribution of direct scavenging remains, however, to be convincingly deter-
mined with regard to physiologically available melatonin levels, even though 
melatonin attains higher levels in mitochondria than in the circulation.5 The 
reduction of electron leakage by melatonin and, thus, of free radical forma-
tion does not require high concentrations and may be more important than 
direct scavenging.77 A high-affinity binding site for melatonin located in the 
amphipathic ramp of Complex I has been assumed to modulate electron flux 
and to reduce electron backflow.77 The avoidance of secondary bottlenecks 
at other respirasomes such as Complexes III and IV, which can be caused 
by protein nitrosation, nitration and oxidation, is thought to be another 
means of protecting mitochondria. Notably, the kynuric melatonin metab-
olites N1-acetyl-N2-formyl-5-methoxykynuramine (AFMK) and N1-acetyl-5- 
methoxykynuramine (AMK) (Figure 19.1) may contribute to the anti-oxida-
tive and anti-nitrosative protection. AFMK and, even more potently, AMK act 
as scavengers of oxygen free-radicals.99,100 AMK is also an efficient scavenger 
of •NO and its congeners as well as of •NO2, and forms a stable nitrosation 
product, 3-acetamidomethyl-6-methoxycinnolinone.101–103 Moreover, it is 
a potent inhibitor of neuronal nitric oxide synthase (nNOS) and down-reg-
ulator of inducible NOS (iNOS), including its mitochondrially located sub-
form.104–106 The formation of these metabolites, which are poorly apparent in 
the circulation, is nevertheless relevant to mitochondria, in which melatonin 
is metabolized to these kynuramines.107 However, most of the published evi-
dence on respirasomal protection has been obtained under conditions of 
high-grade inflammation and oxidative stress, but only rarely in the context 
of aging.77 On the other hand, the fact that only nanomolar concentrations 
of melatonin or AMK were needed to enhance activities of Complexes I and 
IV as well as ATP synthesis108,109 speaks for a physiological role of melatonin 
that can be expected to decline during its senescence-associated decrease.

Other actions of melatonin connect mitochondrial protection to preven-
tion of apoptosis. The frequently observed up-regulation of anti-apoptotic 
factors such as Bcl-2 or Bcl-xL and down-regulation of pro-apoptotic factors 
such as Bax and Bad110 represent changes that may halt the progression 
towards apoptosome formation and activation of caspases. Moreover, mela-
tonin is capable of counter-acting early causes of apoptosis initiation as well. 
A direct inhibition of the mtPTP opening was described, with an IC50 of 0.8 
µM.111 Meanwhile, another potentially important finding has been obtained 
concerning the duration of the mtPTP opening. So-called “superoxide 
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flashes”,112 which have been observed at elevated rates under oxidative stress, 
had been suspected to induce apoptosis via breakdown of the mitochondrial 
membrane potential (ΔΨmt). However, it turned out that the duration of the 
mtPTP opening is decisive and that short permeability transitions are more 
than phenomena of superoxide release and serve the elimination of unfa-
vourable quantities of Ca2+ from the mitochondrial matrix.11 In astrocytes, 
melatonin was shown to inhibit a prolonged permeability transition, but still 
allowed short-term openings of the mtPTP.113 Autophagy and, in particular, 
mitophagy have been considered as an alternative to apoptosis, although 
autophagy can also lead to cell death, whereas it also offers the possibility 
of survival. Again, beneficial effects of melatonin have been described in 
allowing cell survival.114 A critical point of progressing mitophagy concerns 
peripheral mitochondrial depletion, especially in neurons, where it is asso-
ciated with changes in the fission/fusion balance and causes impairments 
in transmitter release. Increases in the number of mtDNA copies, numerical 
density of mitochondria and total mitochondrial mass by melatonin may be 
indicative of a counter-action of peripheral depletion, as summarized else-
where.11 A further effect by melatonin in favour of mitochondrial protection 
and cell survival concerns the inhibition of cardiolipin peroxidation.115–117 
This process that is crucial to respirasomal dysfunction, cytochrome C 
release, and apoptosis induction differs from other lipid peroxidation mech-
anisms because it is catalysed enzymatically rather than by free radicals, but 
is also prevented by melatonin.

19.2.3   Immunological Actions and Prevention of 
Inflammaging

Melatonin is an immune modulator with both pro- and anti-inflammatory 
properties.5,11,118 Although the conditions under which anti-inflammatory 
actions prevail over pro-inflammatory responses are not entirely understood, 
suppression or prevention of inflammation have been almost unanimously 
reported in the gerontological context.11,85 For this reason, the aging-associ-
ated decline of melatonin levels is of particular relevance. Although anti-in-
flammatory actions have been also reported in high-grade inflammation 
caused by sepsis or endotoxemia,5,85 mechanistic differences to aging have to 
be considered, because the age-related changes are rather characterized by 
a low-grade, often lingering inflammation progression. Therefore, it seems 
important to analyse the role of melatonin in reducing causes of inflamma-
tion initiation as far as they contribute to aging.

Leaving apart infectious causes, inflammation-promoting processes can 
be elicited by the recruitment of macrophages and, in the central nervous 
system, microglia. This may be favoured by changes towards an immune 
risk profile (IRP) in the course of the senescence-associated immune 
remodelling85,119,120 and by the senescence-associated secretory phenotype 
(SASP).121–123 SASP has become known as a response by DNA-damaged, divi-
sion-arrested non-immune cells, which release various factors including 
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pro-inflammatory cytokines. Meanwhile, SASP has been also found to exist 
independently of DNA damage in senescent cells by a mechanism driven by 
p38MAPK.124,125 Notably, a SASP-like behaviour has also been described in 
astrocytes125,126 and should, thus, lead to microglia activation.85 As all inflam-
matory actions are accompanied by enhanced formation and release of reac-
tive oxygen and nitrogen species, the anti-oxidant and anti-nitrosant actions 
of melatonin including their mitochondria-protecting consequences can be 
assumed to be beneficial. An additional effect concerns signalling via NF-κB, 
which has been shown to drive most SASP-related genes and to be involved 
in various processes of aging, including the CNS.124,127,128 These effects can be 
assumed to be mitigated by melatonin, which is a potent suppressor of NF-κB 
expression.129,130

Especially in the central nervous system (CNS), several actions of melatonin 
are known that prevent or antagonize the initiation of low-grade inflamma-
tion.11,85 Anti-excitatory actions that prevent excessive •NO formation in neu-
rons and microglia, Ca2+ overload in neurons and astrocytes, over-excitation 
related changes in astrocytes, and microglia activation have recently been 
summarized.85 These effects comprise inhibition of nNOS, downregulation 
of iNOS, decreases in cytosolic Ca2+ via GABAc and metabotropic glutamate 
mGlu3 receptors, GABAergic facilitation, inhibition of high voltage-activated 
calcium channels, changes in K+ currents, modulation of the opioid system, 
and, site-specifically, potentiation of glycine-dependent inhibitory post-syn-
aptic currents.

A particular problem concerning the induction of low-grade inflamma-
tion results from the multitude of signals involved and the possible interplay 
between the different actors. In the CNS, different types of inflammasomes 
are present in neurons (NLRP1 and AIM2), astrocytes (NLRP2) and microg-
lia (NLRP3),131 which may cause release of the pro-inflammatory cytokines 
IL-1β and IL-18 and induce apoptotic or pyroptotic cell death. Dying cells can 
become another source of local inflammation, e.g., by releasing histone H1, 
which acts, in addition to cytokines, as a pro-inflammatory signal and che-
mo-attractant.132 Another important source of low-grade but serious inflam-
mation are amyloid-β (Aβ) oligomers, with contributions of monomers and 
amyloid plaques, as summarized elsewhere including counter-actions by 
melatonin.85 Aβ monomers and oligomers were shown to induce oxidative 
stress by microglia activation133,134 and by stimulating NADPH oxidase in 
astrocytes and neurons.135 Microglia was reported to release pro-inflamma-
tory cytokines in response to amyloid plaques.136 Apart from microglia and 
astroglia, neurons exposed to Aβ oligomers or polymers are also stimulated 
to release pro-inflammatory factors such as TNFα, IL-1β, the monocyte attrac-
tant chemokine CX3CL1 and to up-regulate cyclooxygenase-2.137

Melatonin interferes, in pre-clinical settings, with various processes 
related to low-grade inflammation, also beyond its classic anti-oxidative 
and anti-apoptotic properties. It also exerts effects as an anti-fibrillogenic 
agent and as an inhibitor of tau hyperphosphorylation.138–140 In microglia 
exposed to Aβ1-42, it inhibits the activation of NADPH oxidase by preventing 
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the PI3K/Akt-dependent phosphorylation of its p47phox subunit, which blocks 
the translocation to the plasma membrane and the association with the 
gp91phox and p67phox subunits, an effect that substantially reduces the for-
mation of superoxide anions.141 In organotypic brain or hippocampal slices 
treated with Aβ peptides, melatonin reduced the release of IL-1β and IL-6 142 
or TNFα and IL-6,143 respectively, in conjunction with decreases of tau hyper-
phosphorylation.143 The suppression of TNFα by melatonin may also be 
relevant with regard to shifts from the formation of soluble β-amyloid pre-
cursor protein (APP) to amyloidogenic Aβ peptides via β- and γ-secretases, 
as induced by this cytokine.144 A recent finding that may be more important 
than previously discussed changes in APP expression concerns a direct stim-
ulation of α-secretase by melatonin, which is responsible for the formation 
of the non-amyloidogenic and neuroprotective fragment sAPPα.145 The effect 
was transmitted via ERK1/2 activation and up-regulation of the sheddases 
ADAM10 and ADAM17. Melatonin was also reported to down-regulate the 
expression of β- and γ-secretases.146 However, the results on regulation of the 
three secretases were obtained either in cells over-expressing the human APP 
or in human SH-SY5Y neuroblastoma cells. Their applicability to the situa-
tion in patients remains to be demonstrated.

Another relationship between inflammation and amyloidogenic Aβ pep-
tides that has recently emerged concerns brain insulin resistance, which 
has been found to represent an early change in neuro-inflammation and 
the development of Alzheimer’s disease (AD).147,148 However, with regard to 
the above-mentioned uncertainties concerning beneficial or detrimental 
effects of melatonin on insulin sensitivity in humans,37,38 this facet awaits 
further clarification. Anyway, the numerous encouraging pre-clinical find-
ings on melatonin in AD have to be seen with caution, not only because of 
general problems in translation to humans, including the divergent effects 
in nocturnal and diurnal organisms, but even more with regard to the 
time spans of disease progression. Even in transgenic AD mice, melatonin 
was only effective concerning Aβ accumulation and survival when starting 
with treatment early in life,149 but not at a later stage.150 In humans, one 
may be sceptical as to whether treatments will really be started before the 
appearance of AD symptoms, a time point at which vicious cycles of neuro- 
inflammation have led to an aggravation that may no longer be halted.85 In 
advanced stages of the disease, melatonin may be not be entirely useless, 
but its value seems to be restricted to palliative improvements.139 However, 
this relatively pessimistic judgment for AD with clinical symptoms should 
not be generalized. Melatonin treatment may turn out to be useful in indi-
viduals with identified AD risk factors prior to disease onset. Whether it 
may be effective in individuals with mild cognitive impairment (MCI-AD) 
remains to be studied. It would also be of interest to investigate cognitively 
asymptomatic elderly persons. Amyloid deposits are rarely found in this 
group, and the previous assumption that this may be a rather harmless trait 
of normal aging seems to turn into the conclusion of an early, preclinical AD 
stage.151,152 Regardless of whether low-grade neuro-inflammation in normal 
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aging is associated with a certain amount of amyloid deposits, a drug like 
melatonin that counter-acts in multiple ways the initiation of inflammatory 
responses and seems to possess additional anti-inflammatory properties, 
especially in a gerontological context, could be of considerable value for 
health maintenance in aging.

19.2.4   Telomere Attrition
The usual irreversibility of telomere attrition in differentiated non-tumour 
cells has been a reason for concluding on limits of lifespan by this process. 
However, the decisive question is that of whether telomere attrition is exclu-
sively a matter of replication rounds, as originally assumed. Although it may 
be precocious to seek firm conclusions on a relationship between melatonin 
and telomere length, a few indications for this shall be mentioned. For 
instance, increased formation of reactive oxygen species has been observed 
in mutants of clock genes and these changes were associated with advanced 
telomere attrition.153 With regard to melatonin’s properties as an anti-oxidant 
agent and a regulator of circadian oscillators, one might assume an influence 
of the pineal hormone on telomere length. Moreover, SIRT1 was reported 
to attenuate telomere shortening.153 The repeatedly described upregulation 
of SIRT1 by melatonin in non-tumour cells, as discussed above, might be 
interpreted in a corresponding way.11 Telomere attrition is particularly rel-
evant to immuno-senescence. However, lymphocytes have been reported to 
be capable of up-regulating telomerase expression, which might contribute 
to a delay in the aging-associated deterioration of the immune system.154 It 
remains to be investigated to what extent melatonin’s immune-stimulatory 
properties, which include modulation of number and function of lympho-
cyte subtypes, may influence telomere length in these cells.5,11

19.3   Lifespan, Health, Deceleration and 
Deacceleration of Aging

An anti-aging drug may be associated with the expectancy of life extension. 
It seems important to properly distinguish between different processes 
that may limit lifespan. One of these is the lingering, slowly progressing 
aging in terms of a basal but poorly reversible change that starts relatively 
early in life, whereas others represent pathophysiologically relevant alter-
ations that predominantly occur at advanced age and can strongly or even 
dramatically accelerate aging. Despite a lot of gerontological research, the 
mechanisms of basal aging are difficult to judge in respect to their relative 
contribution to the termination of life, perhaps, except for the statement 
that a well-functioning immune system may be the best predictor of longev-
ity.120,155 Moreover, drugs have never been convincingly shown to decelerate 
the basal process of aging in mammals. However, life extension relative to 
the average population can also be the result of avoiding or counter-acting 
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the pathophysiological alterations that accelerate aging. The maximal pos-
sible prevention of age-associated pathologies may find its limits in genetic 
predispositions, but can be accomplished, at an individually variable basis, 
by lifestyle and epigenetic modulation resulting thereof. Moreover, this com-
plex of prevention seems to be that field in which the application of anti- 
aging drugs is most promising.

A compound like melatonin may, therefore, be suitable for reducing age- 
associated pathologies because of its manifold systemic actions, from 
anti-nitroxidative protection, over-excitation and brain inflammation pre-
venting properties, support of mitochondrial function and metabolic 
modulation to its effects on the circadian multi-oscillator system. In the 
white-toothed shrew, a short-lived mammal, melatonin supported a youthful 
locomotor activity pattern,156 a finding of possible interest concerning cir-
cadian disturbances in elderly humans. All these findings are well in accor-
dance with the so-called “melatonin Methuselah syndrome” described for 
melatonin-treated senescent laboratory rodents, which are devoid of osteo-
porosis and skin inflammation, retain glossy fur and rarely develop cancer.18 
Apart from melatonin’s chemo-preventive action against carcinogenesis, 
its oncostatic, pro-apoptotic and oncocidal effects in tumor cells11,55,73 may  
represent another field in which melatonin administration might contribute 
to healthy aging.

The support of healthy aging, which is, at least, evident in the laboratory 
rodents, may also exist in humans, although direct evidence is still miss-
ing and difficult to obtain for reasons of heterogeneity within populations, 
deviations in compliance to application rules, and differences in the onset 
of melatonin intake. Nevertheless, healthy aging seems to be an affordable 
aim of melatonin treatment, although schedules of administration, release 
formulations of tablets and optimal doses remain to be developed for this 
purpose. However, it is important to not confuse health maintenance with 
deceleration of aging, although the prevention of severe diseases will con-
tribute to lifespan. In pre-clinical experiments, profound extensions of lifes-
pan were only documented in some invertebrate animals, such as the rotifer 
Philodina.18 Some studies on life extension in laboratory mammals were 
not convincing for methodological reasons or because they disregard the  
chemo-preventive action, as in mouse strains that frequently develop cancer.18  
A clear-cut prolongation of lifespan by melatonin was documented in the 
senescence-accelerated mouse strain SAMP8, with an extension of mean 
and maximal life-time from 16 to 22 and 23 to 27 months, respectively.157 
However, the effects in the normally aging, widely isogenic strain SAMR1 
remained much smaller, with mean and maximal life-time extensions from 
20 to 23 and 25 to 26 months, respectively. Therefore, melatonin was con-
siderably more effective in counter-acting the genetically caused and, thus, 
pathological acceleration of aging than in decelerating normal aging. Again, 
with regard to humans, such findings may indicate that the gerontological 
value of melatonin should be sought in the support of healthy aging rather 
than in the extension of lifespan.
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19.4   Conclusion
The pleiotropic, systemic actions of melatonin4,5 seem to offer an opportunity 
for correcting malcoordination of physiological functions in elderly persons, 
in whom the age-associated decrease of its formation and secretion causes 
deficits in temporal and functional coupling. This concerns both intra- 
organismal relationships and coordination with the environment. Direct 
improvements by melatonin supplementation can be expected in the fields 
of anti-oxidative protection, support of mitochondrial function, with conse-
quences to reduction or avoidance of numerous mitochondrial diseases, and 
in the prevention of neuronal over-excitation, which should be of value for 
long-term maintenance of cognitive and motor functions. Additional effects 
on the expression of neurotrophic factors are assumed to reduce functional 
decay, as summarized elsewhere.158 Up-regulation of SIRT1 by melatonin 
in the CNS58–61,65–72 may contribute to a gradual reversal of age-related defi-
cits. However, available information on beneficial effects has been mainly 
obtained in pre-clinical studies and it would be of utmost importance to 
thoroughly investigate the usefulness of melatonin in humans.

This necessity becomes particularly obvious in the field of metabolic syn-
drome and insulin resistance, in which controversial findings were obtained 
in humans37,38 and in which the different relationships between melatonin 
and metabolism in nocturnal and diurnal mammals may give rise to the sus-
picion that the respective effects of melatonin may be opposite in laboratory 
rodents and humans. Clarification of this point should have highest priority.

Generally, future attention should be focused on the precise role of mela-
tonin in the human circadian system. Its health- and aging-related importance 
results from the fact that countless physiological functions are controlled 
by circadian oscillators. Rhythm amplitudes and temporal relationships 
within the multi-oscillator system are important for the good functioning 
of the organism.6 Therefore, the age-related decline of rhythms, which also 
becomes obvious by sleep disturbances and nocturia, can be expected to 
contribute to deficits in physical fitness. One of the most impressive rejuve-
nation effects was obtained by transplanting a juvenile SCN to a senescent 
hamster, an intervention that not only restored the previously decomposed 
rhythm patterns, but also improved the physical appearance and extended 
the lifespan of the recipient.159 While the aging-associated decline of the 
melatonin rhythm may largely reflect a progressive malfunctioning of the 
SCN, melatonin itself acts on the SCN as well as on several peripheral oscilla-
tors, not only in terms of phase shifting, but also in supporting high rhythm 
amplitudes.6 It will be of importance to investigate in the future more sys-
tematically the effects of melatonin on circadian amplitudes generated by 
both central and peripheral oscillators.

While many functions that decline by age in conjunction with decreas-
ing melatonin levels may be partially reversed or corrected by a melatonin 
substitution therapy, this is not necessarily the case in the entire field of 
immuno-senescence because thymic involution and immune remodelling 
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represent irreversible processes. To what extent the immune-stimulatory 
actions of melatonin may be beneficial in elderly persons remains uncer-
tain with regard to potentially pro-inflammatory effects. However, the other, 
anti-inflammatory side of melatonin’s action spectrum, which has been  
particularly observed in reducing microglia activation and age-related low-
grade inflammation, may represent a most valuable field for protecting the 
CNS as well as other organs.

In conclusion, melatonin displays many properties of a geroprotector, but 
mainly in terms of favouring healthy aging. Although a deceleration of the 
basal aging processes has not been demonstrated in humans and may turn 
out be marginal, counter-actions against aging-accelerating pathologies, 
which can be deduced from many pre-clinical data, should be of substantial 
value. Therefore, a substitution therapy with melatonin may contribute to 
reaching the individually maximally possible lifespan.
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20.1   Introduction
There is accumulated evidence that many of the so-called “diseases of 
aging”, including cancer, are caused by dysregulated immune functions and 
decreased organism resistance to infections.1 Peptide extracts of thymus 
and peptides isolated from thymus were the first preparations proposed for 
correction of immunodeficiency.2,3 The origin of short regulatory peptides 
in the organism became obvious after the discovery of protein degradation 
in proteasomes.4,5 The same high-molecular proteins can be differentially 
hydrolyzed resulting in various short peptides. The peptides produced show 
different biological functions as compared to the original macromolecules.6

Karlin and Altschul demonstrated in their work that protein macromole-
cules contain several types of recurrent blocks of amino-acid residues with 
charged side chains. Such blocks are mostly observed in nucleoproteins. 
Among them, there are transcription factors, centromere proteins and high 
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mobility group.7 Proteasome hydrolysis of these nucleoproteins can pro-
vide a sufficient amount of peptides with charged side chains. These and 
some other investigations gave rise to the development of the peptide bio-
regulation concept.8,9 This concept suggests that low-molecular peptides are 
involved in intercellular transfer of information encoded in the amino acid 
sequence and conformation modifications, thus facilitating regulation of 
proliferation, differentiation and intercellular interaction.8,9 Peptide bioreg-
ulators were isolated from different tissues. Their major function consists of 
normalizing the functions of the organs from which they have been isolated. 
They can also substitute and/or complement biologically active compounds 
secreted in this morphological structure.8

Apart from immunity dysregulation, aging causes other alterations on 
the cellular level, for example, accumulation of mutations in somatic cells.10 
Although the rate of accumulation of age-specific changes is determined 
genetically,11 there are a number of exogenous factors that accelerate this 
process. Oxidative stress is considered to induce both cell and body aging.12 
Proteins and DNA are known to be damaged by reactive oxygen species (ROS). 
There is substantial evidence of the role of DNA oxidative damage in organ-
ismal senescence.12–14

Aging-associated accumulation of somatic mutations is accompanied 
by the decreasing of DNA repair level, which leads to growing incidence of 
pathologies including cancer.15 Higher concentration of damages in heter-
ochromatin regions as compared to active (euchromatic) regions of the DNA 
can be explained by the fact that reparation can occur only in the DNA regions 
that are involved in active transcription and are accessible for reparation 
enzymes.16 This corresponds to intensive DNA reparative synthesis in the G2 
cycle with more active chromosome heterochromatinization, as compared 
to in the G1 cycle.17 The frequency of sister chromatid exchanges (SCE) con-
firms age-related reduction of reparation level. The SCE level in fibroblasts 
and lymphocytes of the elderly (60–70 y.o.) was found to be lower than that 
of the younger donors (30–40 y.o.), regardless of their gender.18 Thus chro-
mosome heterochromatinization and related decrease in the DNA reparation 
intensity is considered to be a key factor in organismal aging.19

Various experimental models have been used for studying preparations with 
a protective effect against aging and carcinogenesis.20 In several animal stud-
ies, short peptides were demonstrated to be promising in anti-aging medicine. 
Their geroprotective and anticarcinogenic effects are believed to be mediated 
by their immunomodulatory and antioxidative properties.21 The peptides 
were shown to lead to the reduction of the level of age-related chromosome 
aberrations (ChA)22 and to affect the chromosome heterochromatinization,19 
thus retarding the aging process. They can influence the expression of vari-
ous genes,23 which is determined by specific short peptides–DNA binding.24,25 
Safety of long-term administration is one of the main advantages of peptide 
therapy. These properties make them promising candidates for clinical applica-
tion in old and senile patients.26 Further investigation of peptide bioregulators 
appears to be very perspective in modern gerontology, bearing in mind their 
capacity to inhibit senescence and restore functions of the aging organism.



Chapter 20498

20.2   Isolated Peptide Complexes
One of the first polypeptide preparations isolated from the calf thymus was 
Thymalin.27,28 This polypeptide was able to restore disturbed immunologi-
cal responsiveness, improve cell metabolism and stimulate cell immunity, 
regeneration and haemopoiesis (in case of their suppression). It displayed 
geroprotective properties and increased mean life span in experimental 
animals.14,29,30 The important feature of polypeptide preparations is their 
anti-carcinogenic activity. This property of Thymalin was reported in experi-
ments on induced and spontaneous carcinogenesis. Rats with 7,12-dimeth-
yl-benzantracene (DMBA)-induced carcinogenesis treated with Thymalin 
revealed decreased tumour incidence by 24% and reduced the number of 
mammary adenocarcinomas 3.8-fold as compared to the control animals.21 
Administration of Thymalin to irradiated mice and rats for ten days, twice 
daily, decreased the number of malignant neoplasia. At the same time, the 
mice exposed to fraction irradiation and treated with Thymalin showed a 3.5-
fold decrease in the number of tumors as compared to the irradiated control 
(Table 20.1).

Prolonged administration of Thymalin to SHR mice starting from 4 
months of age resulted in a significant decrease of spontaneous tumor inci-
dence—40% as compared to 55% in the controls. C3H/Sn mice treated with 

Table 20.1    Effect of peptides on experimentally induced tumors in rodents.a,b,c

Peptides
Animal 
species/strain

Carcinogenic 
action

Tumor site/
localization

Tumor incidence%

Control Peptide

Epithalamin 
complex 
of pineal 
peptides

Rats DMBA Mammary gland 81 26d

X-ray 
irradiation

Mammary gland 16 3d

Thymalin 
complex 
of thymus 
peptides

Rats DMBA Mammary gland 69 18d

X-ray 
irradiation

Mammary gland 21 3d

C3H mice X-ray 
irradiation

Mammary gland 38 14d

Leukemia 46 14d

Thymogen/
Glu–Trp 
(EW)

Rats Isotopes 90Sr 
and 137Cs

Any malignant 
tumors

16 8d

Vilon/Lys–
Glu (KE)

CBA mice DMH Kidney 60 14d

Epitalon/
Ala-Glu-
Asp-Gly 
(AEDG)

C3H/He mice MMTV Mammary gland 9 5d

Female rats Constant 
lighting

Mammary gland 41 27d

Male rats Constant 
lighting

Leukemia 12 0

a DMBA: 7,12-dimethylbenz(a)anthracene;
b DMH: 1,2-dimethylhydrazine;
c MMTV: mouse mammary tumor virus;
d The differences are statistically significant compared to the control by p < 0.05.
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Thymalin during their life starting from 3.5 months of age exhibited a 2.8-
fold decreased spontaneous tumors incidence and a 2.6-fold decreased inci-
dence of mammary adenocarcinomas. At the same time, the experimental 
mice did not develop leukemia, while in the control group this pathology was 
registered in 14.3% of female mice (Table 20.1).31,32

Long-term administration of Thymalin led to the increase of the life 
span in mice: mean life span increased by 28% (p < 0.05) as compared to 
the control animals and maximum life span increased by 11% (Table 20.2). 

Table 20.2    The effect of peptides on animal life span (LS).

Species of 
animals or mice 
strain; effect

Life span indices (days)

The rate of 
aginga (days−1)

Mean life span 
(MLS)

Mean life span 
of last 10% 
survivors

Maximum 
life span

Rats
Control  

Epithalamin  
%

681 ± 14.5 835 1054 6.8
852 ± 33.8d 1050 1112 3.8
+25 +27 +6 −44

SHR mice
Control  

Epithalamin  
%

564 ± 22.3 750 843 No differences
627 ± 20.9b 750 827
+11 0 −2

C3H/Sn mice
Control  

Epithalamin  
%

487 ± 29.4 691 776 7.0
640 ± 33.1c 757 885 5.1
+31 +20 +14 −27

C3H/Sn mice
Control  

Thymalin  
%

487 ± 29.4 No data 776 No data
623 ± 24.6b 863
+28 +11

Rats
Control  

Thymogen  
%

773 ± 18.4 949 965 7.08
786 ± 26.2 1048 1104 4.12
+2 +10 +14 −42

CBA mice
Control Vilon  

%
685 ± 9.2 737 740 No data
694 ± 12.5 761 792
+1.3 +3 +7

SHR mice
Control  

Epitalon  
%

456 ± 29 709 740 4.5
455 ± 31 803 1053 3.2
−0.2 +13 +42 −29

CBA mice
Control  

Epitalon  
%

685 ± 9.2 737 ± 1.1 740 6.9
721 ± 11.1c 842 ± 58.5b 1053 4.1
+5.3 +14 +42 −41

a The rate of ageing (as per Gompertz equation45);
b The differences are statistically significant compared to the control by: p < 0.05;
c p < 0.01;
d p < 0.001.
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Anti-carcinogenic and geroprotective properties of Thymalin were supposed 
to be mediated by its ability to prevent aging-associated decrease of cell 
immunity in female mice.31

Pineal gland preparation was shown to manifest anti-oxidant and geropro-
tective effects in several studies.33 Old rats with persisting estrus administered 
with Epithalamin restored the regular estrus cycles, suggesting prevention of 
the reproductive function.34 Old male rats administered with Epithalamin 
exhibited increased levels of luteinizing hormone and testosterone, which 
also proves the normalizing effect of Epithalamin on reproductive function 
in old animals.35 Female rats treated with Epithalamin starting from the age 
of 15 months exhibited a 1.6-fold decrease in the incidence of neoplasia and 
a 2.7-fold decrease in the frequency of malignant tumors. Course administra-
tion of Epithalamin to C3H/Sn mice starting from 3.5 months of age led to a 
2.1-fold decrease in the incidence of tumors of all kinds, including mammary 
adenocarcinomas (2.9-fold), as compared to the controls.31 Epithalamin also 
contributed to decreased incidence and multiplicity of tumors in the model 
of DMBA-induced carcinogenesis in rats (Table 20.1).36,37 Epithalamin appli-
cation in the models of transplantable tumors resulted in the inhibition of 
metastatic growth and in tumor size reduction.9,14

A significant geroprotective potential of Epithalamin was discovered in 
various animal models: rats,38 mice,31 and Drosophila melanogaster.39 All 
these animals showed an increase in mean life span under the influence of 
Epithalamin. Maximum life span of rats increased by 3 months: 23% of ani-
mals treated with Epithalamin had a longer life span than the most long-
lived control rats.

Collectively, these findings suggest that peptide preparations Thymalin 
and Epithalamin are able to prevent aging and increase life span, as well as 
inhibit carcinogenesis in various animal species.

20.3   Short Synthetic Peptides
It was discovered that the extracts isolated from the calf thymus contained 
peptides with molecular weight less than 1000 Da. One of them is dipep-
tide Glu–Trp with a molecular weight of 333 Da. It was named Thymogen 
(Glu–Trp).28 The effects of Thymogen on spontaneous carcinogenesis and life 
span in rats have been studied.40 Thymogen was administered throughout 
the life span of rats starting from 5 months of age. Like Thymalin, this syn-
thetic peptide inhibited malignant tumors development 2.1-fold. A tendency 
towards mean and maximum life span increase as well as a decreased aging 
rate in experimental animals was observed, as compared to the controls.40 
Thus, similarly to Thymalin, the synthetic dipeptide Thymogen has signifi-
cant geroprotective properties.

Another promising short synthetic peptide is the dipeptide Lys–Glu or 
Vilon (molecular weight 275 Da). It was shown to be able to stimulate the 
reparative processes.41 Prolonged administration of Vilon to CBA mice start-
ing from 6 months of age resulted in the increase of their physical activity and 
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maximum life span, lowering of body temperature and inhibition of sponta-
neous tumor incidence by 1.5-fold as compared to the control animals. The 
obtained results prove the safety of chronic administration of Vilon and sug-
gest that its geroprotective properties could be used for prevention of age- 
related pathologies.42,43

The tetrapeptide Ala-Glu-Asp-Gly (molecular weight 390 Da) was synthe-
sized based on the amino acid analysis of Epithalamin. The tetrapeptide 
obtained was named Epitalon.44 It showed properties similar to those of 
Epithalamin: suppression of spontaneous carcinogenesis (Table 20.1) and 
increase of the life span in experimental animals (Table 20.2).14 It is import-
ant to note that both peptides inhibited aging rate (as per Gompertz equa-
tion):45 Epitalhamin in rats38 and in C3H/Sn mice,31 and Epitalon in SHR and 
CBA mice14 as compared to the controls.

Epitalon and Epithalamin appeared to be safe alternatives to melatonin 
in regard to the correction of pineal gland functional insufficiency.46 Aging 
leads to decreased production of melatonin, which performs many vital func-
tions.14,47 Melatonin is involved in the regulation of functions of the central 
and peripheral nervous systems, endocrine organs and immune system. 
Decreased melatonin levels caused by the violation of circadian rhythms 
is considered to be an important factor in reducing life span and causing 
premature aging and age-related diseases, including cancer.48,49 Administra-
tion of melatonin to experimental animals revealed its geroprotective prop-
erties.14 Melatonin suppressed tumor incidence in chemically or genetically 
modified animals.14 Long-term administration of melatonin to CBA mice in 
spontaneous carcinogenesis models caused the increase of melatonin-medi-
ated malignant tumors (lymphomas) incidence.50

Epitalon- and Epithalamin-mediated increases of melatonin levels were 
recorded in the blood, and also in the pineal gland of old Macaca mulatta.46 
Administration of Epitalon to male and female rats stimulated melatonin 
production during night time, normalized hormonal and metabolic markers 
and prevented premature aging and tumor development in animals.51,52

Thus, administration of short peptides resulted in a number of beneficial 
effects in different organs and tissues under normal and pathological condi-
tions in experimental studies. However, the mechanisms of their geroprotec-
tive and anti-carcinogenic actions are not completely elucidated and require 
further research.

20.4   Influence of Short Peptides on Immune and 
Antioxidant Systems

Short peptides of the thymus may produce a specific effect on immunologic 
responsiveness, homeostasis and metabolism in case of secondary immuno-
deficiency. Experimental animals administered with Thymogen for 30 days 
manifested lymphocyte count increase. Remarkably, Thymogen administra-
tion resulted in the increase of T-cell count in thymectomy, with its dose 1000 
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times less than that of Thymalin.53 Comparative studies of the immuno-
modulatory effects of Thymalin and Thymogen on the intensity of immune 
response in rats immunized with sheep red blood cells showed a more signif-
icant effect of Thymogen as compared to Thymalin. Thymogen normalized 
T- and B-immunity in animals under conditions of experimentally induced 
immunodeficiency. The molecular mechanism of action of this synthesized 
preparation on T-lymphocytes is suggested to be based on the activity of cal-
cium (Ca2+) transmembrane exchange, as well as redistribution of intracellu-
lar cAMP and cGMP concentration.54 As a result, these processes can induce 
gene expression followed by proliferation and differentiation of the relevant 
lymphocyte populations.54

Like Thymogen, Vilon was registered to stimulate cell immunity. Animals 
administrated with Vilon in concentrations from 10 ng l−1 to 100 µg l−1 showed 
an increased level of intracellular Ca2+ in thymocytes and macrophagocytes, 
displaying one of the mechanisms of cell activation. In particular, it leads 
to the stimulation of T-cell RNA and interleukin-2 (IL-2). Vilon was shown 
to stimulate mRNA IL-2 synthesis in murine spleen lymphocytes after 5 
hours of incubation in cell culture.54 In vitro administration of Vilon entailed 
significant expression of T- and B-lymphocytes in patients with secondary 
immunodeficiencies. It has also been shown to stimulate IL-1α, IL-1β, IL-8 
and TNF-α production. In thymocytes and epithelial cells, Vilon stimulated 
expression of the argyrophil proteins associated with the nucleolar organizer 
region responsible for the synthesis, gathering and transportation of ribo-
somes into the cytoplasm, predetermining the intensity of protein synthesis 
in these structures.53

Vilon administration to irradiated animals promoted regeneration with a 
revealed differentiation into cortex and medulla in the thymus.54 Moreover, 
hyperplasia of mast cells in the thymus was observed under Vilon’s influence. 
Vilon seems to accelerate the proliferative activity of the irradiation-survivor 
bone marrow stem cells, which are the precursors of T-lymphocytes and mast 
cells.54 Administration of another synthesized peptide, Epitalon, to gam-
ma-irradiated rats contributed to ultrastructural manifestation of pinealo-
cytes secretion strengthening, which had been damaged due to irradiation.55 
These results are suggestive of tissue-specificity of peptide bioregulators. 
Radiation-induced and age-related alterations are known to have many com-
mon features. The effects of Vilon and Epitalon were compared in studies on 
CBA mice injected with these peptides starting from 6 months of age and up 
to the end of life. Another group of mice was also treated with melatonin in 
tap water. As a result, Epitalon suppressed reactive oxygen species effectively 
in the blood serum and brain tissue of the animals. This effect was accom-
panied by suppression of lipid peroxidation (LP); the Schiff base decrease 
in the brain and the decrease in the amount of diene conjugates in the liver 
were also registered.14 The effect of melatonin was almost the same. Vilon 
failed to affect any indexes of the free-radical processes studied. Similarly to 
melatonin, Epitalon was found to be able to stimulate organism antioxidant 
activity. In a series of experiments, Epitalon has been demonstrated to be 
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more efficient in vivo than in vitro.56 Drosophila melanogaster larva exposure to 
Epitalon exhibited the reduction of lipid peroxidation intensity and increase 
in catalase activity in adult flies.39 A significant antioxidant effect of Epitalon 
was found in old rats administered with this compound. It significantly sup-
pressed the formation of LP products in blood serum and brain.57

Long-term experimental administration of Epitalon to SHR and SAM mice 
caused decreased chromosome aberrations of bone marrow cells. The most 
remarkable effect was seen in SAM mutant mice with accelerated aging.22 
The frequency of chromosome aberrations in SAM mice was higher due to 
DNA damage with reactive oxygen forms, whose production in SAM mice was 
enhanced.58 Administration of Epitalon to these mice resulted in statistically 
significant reduction (by 20–30%) of ChA frequency, which can be associated 
with activation of antioxidant defense.

The effect of Epitalon on the number of sister chromatid exchanges (SCE) 
in lymphocyte culture of humans aged 75–88 was studied by cytogenetic 
methods. Addition of Epitalon to lymphocyte culture resulted in a 1.4-fold 
increase in SCE frequency (p < 0.001), as compared to the control.59 Vilon 
under similar conditions increased SCE frequency to a greater extent than 
Epitalon and showed a 1.9-fold increase as compared to the control (p < 
0.001).60 According to early studies, metabolic processes do not take place in 
the heterochromatin or heterochromatinized chromosome regions.61 Thus, 
SCE frequency increase induced by Vilon indicates decondensation (dehet-
erochromatinization) of the chromosome region condensed with aging fol-
lowed by the release of functionally inhibited genes located therein.62 The 
same research also discovered the ability of both short peptides to activate 
ribosome genes, as evidenced by the increase of nucleolar organizer regions 
(NOR) in acrocentric chromosomes, deduced by Ag-staining method,63 as 
compared to the control.

Generally, the ability of short peptides to normalize or improve humoral 
and cellular immunity, reinforce antioxidant defense of the body and affect 
heterochromatinization—one of the aging factors—is an essential compo-
nent of the geroprotective mechanism of the short peptides.

20.5   The Influence of Short Peptides on Gene 
Expression

In research based on DNA microarray technology, the impact of Vilon and 
Epitalon on gene expression has been observed. In this study, the levels of 
mRNA of 15 247 genes in mouse heart before and after Vilon and Epitalon 
administration were studied.23 Epitalon modulated the expression levels of 
98 genes; Vilon changed the expression of 36 genes. Combined treatment 
with Vilon and Epitalon changed the expression of 114 genes. Among the 
affected genes, there were genes involved in oncogenesis. Vilon and Epitalon 
inhibited the expression of genes such as mouse Mybl1 (myeloblastosisonco-
gene-like1) and proto-oncogene Bcl-3, respectively. Chronic administration 
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of Vilon and Epitalon to female transgene mice led to a 1.9- and 3.7-fold 
decrease of gene HER-2/neu expression in mammary tumor, as compared to 
the control group. Moreover, Epitalon reduced the maximum size of mam-
mary tumor and the diameter of lung metastases.64

Epitalon-treated culture of human lung fibroblasts manifested the induc-
tion of telomerase gene expression, telomerase activity and elongation of 
telomeres.65 Activation of telomerase gene expression was accompanied by a 
43% increase in the number of cell divisions.66,67 These results are in accor-
dance with our earlier data demonstrating the impact of particular peptide 
bioregulators and their complexes on gene expression.21

In the rat hypothalamic neurons, Vilon also was shown to stimulate the 
expression of c-fos gene known to be involved in the organism's stress 
response. Treatment with Epitalon also led to increased c-fos gene expres-
sion in the pineal gland of rats.9

One of the essential features of short peptides is their ability to influence 
cytokines synthesis. The expression of interleukin-2 (IL-2) in lymphocytes is 
known to decrease with aging.68 The impact of Vilon on IL-2 gene expression 
in mouse spleen lymphocytes was studied by in vitro hybridization. Lym-
phocytes were stimulated with Con-A mitogen. Five-hour incubation with 
Vilon led to increased mRNA synthesis in both lymphoid cells stimulated 
with Con-A, and in non-stimulated cells. Prolonged Vilon incubation (for 20 
hours) promoted IL-2 expression.69 The effect of Epitalon on subcortex func-
tions has also been found. Administration of Epitalon stimulated IL-2 gene 
expression in various hypothalamic structures under low stress conditions.67 
In general, our data provide evidence for immunomodulating and stress- 
protective capabilities of short peptides.9,67

The abovementioned experimental data on the mechanisms of action of 
the short peptides bring us to the conclusion concerning their important 
role in supporting immune, nervous, endocrine and other systems of the 
organism throughout the process of aging. These peptide preparations are 
able to inhibit the development of age-related pathologies, including cancer, 
thus preventing premature aging. It motivated us to examine their potential 
for treatment and prevention of age-related diseases in the elderly.

20.6   Application of Peptide Bioregulators in Elderly 
Patients

The experimental studies of peptide preparations in different animal models 
proved the safety of those preparations and revealed a wide spectrum of their 
beneficial effects, making reasonable the application of peptide preparations 
in humans. Most of the studies were conducted among elderly people and 
patients with premature aging.

The research was conducted among 106 patients (69 ± 2 years of age) with 
ischemic heart disease (IHD) and signs of premature aging: blood lipid dis-
orders, low tolerance to carbohydrates, functional decrease of reproductive 
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functions and detoxifying liver function, osteoporosis, mental and physical 
capacity decrease.70 All patients were randomly allocated into control and 
study groups. The patients of the control group received symptomatic ther-
apy while those in the study group were treated with Thymalin in addition to 
symptomatic treatment, which was administered intramuscularly at a dose 
of 10 mg every 2–3 days with a total of 5 injections for the whole course and 
an interval of 5–6 months between the courses. The research lasted for a 
period of 30 months, during which the patients received 6 courses of Thyma-
lin. An increase in the physical activity threshold by 14% after the first course 
of injections was found. This was evidenced by the increased ascent along a 
ramp from 3.4 to 4.8 floors and with decreased fatigue.70

Moreover, a significant increase in maximal oxygen intake (MOI) was 
revealed under the influence of Thymalin during threshold load, which 
indicates the expansion of the oxygen transport system functionality of the 
organism.71 In general, a positive effect of Thymalin was observed in 53% of 
patients, whereas the same effect was registered only in 7% of the patients 
in the control group. This slight improvement of MOI registered in patients 
of the control group could be attributed to the symptomatic therapy they 
received, while the statistically significant MOI increase in the study group is 
related to Thymalin treatment.70

Thymalin-treated patients exhibited normalized blood lipid markers, i.e. 
significant decrease in cholesterol levels, beta-lipoprotein cholesterol and 
atherogenicity index. Patients with a high atherogenicity index prior to treat-
ment (over 4) showed a normal level (below 3.5) after the course of Thymalin 
treatment. At the same time, administration of Thymalin to patients with 
high levels of circulating immune complexes resulted in their significant 
decrease, which is believed to be important for reducing the risks of vascular 
wall damage in IHD patients. Generally, Thymalin-treated patients demon-
strated better memory, mood and working capacity. Most patients also exhib-
ited better stress resistance. A lower number of catarrhal diseases and their 
shorter duration were also observed. No new cases of coronary heart disease, 
hypertension, heart failure and cardiac arrhythmias were reported during the 
Thymalin administration period. Thymalin-treated patients demonstrated a 
decrease in mortality rate during the study period—6.6% as compared to 
13.6% in the control group.70

A similar research with Epithalamin administration in 46 elderly patients 
with coronary artery disease and premature aging of the cardiovascular 
system was conducted. Epithalamin was injected at a dose of 10 mg every 
2–3 days (total of 5 injections per one course) for a period of 30 months.70 
The functional age analysis taken prior to the Epithalamin course showed 
at least a 5 year higher age, as compared to the chronological one, which is 
clear evidence of premature aging. The first courses of Epithalamin injec-
tions resulted in a significant decrease in the functional age of the patients 
by an average of 7.2 years. Upon completion of a 3 year observation period, 
the functional age did not differ significantly from initial figures, while the 
chronological age of the patients non-treated with Epithalamin increased by 
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3 years.70 Prior to the treatment undertaken, all elderly patients exhibited 
lipid profile disorders: low concentrations of high-density lipoproteins, total 
cholesterol and beta-lipoprotein levels increased, rise in atherogenicity levels 
(4.0). Epithalamin administration for one year led to a significant decrease 
of total cholesterol and beta-lipoprotein, as well as the atherogenicity index 
(3.5). At the same time, the control (conventional therapy) group showed 
deterioration in the lipid composition. Epithalamin administration also 
resulted in visual memory and mental capacity improvements, as evidenced 
by fulfillment of an experimental psychological task in a shorter time period.

The patients in both groups were monitored continuously upon comple-
tion of 3 years of peptide therapy. According to the results of a 15 year-long 
observation of patients in both groups, 66.7% of patients were alive in the 
Epithalamin-treated group, while only 40% were alive in the control group. 
A statistically significant decrease of mortality in the Epithalamin-treated 
patients was demonstrated by the Kaplan–Meier method.72 The long-term 
administration of the pineal gland peptide preparation significantly (1.8 
times) reduced the number of deaths associated with cardiovascular dis-
eases. Specifically, myocardial infarction- and stroke-caused deaths were 
observed in 46.2% of the patients in the Epithalamin group, as compared to 
83.3% in the control group.

The research also showed that administration of peptide preparations to 
elderly people can also affect the melatonin-secretion function.26 Both pep-
tides have a comparable impact on the concentration of melatonin in the 
blood plasma at night (3:00). The same effect was achieved by administering 
a significantly lower course dose of Epitalon (0.1 mg) as compared to Epithal-
amin (50 mg), which indicates the higher biological activity of the synthetic 
tetrapeptide.

Administration of Thymogen and Vilon was effective in the treatment 
of different diseases and pathologies accompanied by immune disorders. 
Administration of Thymogen to elderly patients with secondary immunodefi-
ciencies contributed to normalization of immune markers in 83.6% of cases, 
as well as to metabolic processes and coagulation improvement.28,54 Intrana-
sal administration of Thymogen for prevention of influenza and acute respi-
ratory infections (ARI) in patients of all ages, including the elderly, helped 
to decrease their incidence 3–4-fold, reducing the number of toxic forms by 
over 30 times.54 Another synthetic peptide, Vilon, was very effective in the 
treatment of decreased cellular immunity and phagocytosis-associated dis-
eases. Application of Vilon in addition to conventional therapy to surgical 
patients accelerated the process of tissue regeneration and restoration of 
the body functions. Administration of Vilon in elderly and old patients with 
chronic generalized periodontitis contributed to shortening of the patholog-
ical process duration due to the reduction of the periodontal pocket depth, 
as compared to the patients in the control group.73

Thus, administration of peptide preparations is beneficial for the quality 
of life of elderly patients. Peptides seem to be able to retard age-related func-
tional decline, to improve long-term prognosis and to decrease cardiovascular 
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mortality. Based on the safety, confirmed in experimental studies, peptide 
preparations can be recommended both for premature aging prevention and 
for primary or adjunctive therapy in case of various diseases.

20.7   Prospective Cellular and Molecular Mechanism 
of Action of Short Peptides

It is essential for understanding specific effects of the peptide behavior in 
the cell and intracellular structures to reveal binding of short peptides with 
specific DNA sites. In our research, fluorescently labeled short peptides pen-
etrated into cells and intracellular structures.74 In the HeLa cells, the most 
intensive fluorescence of the labeled peptides was observed in the nucleus 
and nucleoli, while the least intensive was observed in the cytoplasm. Inves-
tigation of interaction of fluorescence-labeled deoxyribooligonucleotides 
with short peptides showed that peptides with different primary structures 
bind with one and the same deoxyribooligonucleotide differently. By using 
the specific oligonucleotides (FAM–deoxyribooligonucleotides), it has been 
revealed that Epitalon binds primarily with oligonucleotides that include 
more cytosine (C) than guanine (G) residues. The constant of binding of 
Epitalon with FAM–CGC CGC CAG GCG CCG CCG CGC (12 C residues) was 
almost 2-fold higher than that with FAM–GCG CGG CGG CGC CTG CGC CGC 
(10 C residues). Introduction of 5-methylcytosine residue into the nucleotide 
sequence independent of C or G content increased the binding of oligonu-
cleotides with Epitalon. Thus, the binding of peptide Ala-Glu-Asp-Gly is sen-
sitive to the cytosine methylation status of oligonucleotides. Epitalon was 
shown to preferably bind with single stranded oligonucleotide, containing 
methylated cytosine.74 As is commonly known, cytosine DNA methylation 
is the most extensively studied epigenetic genome modification playing a  
significant role in stable changes of gene activity upon cell differentiation 
and aging in mammals.75–77

Consequently, there are specific sites for binding of a peptide with a par-
ticular amino acid sequence and oligonucleotide with a particular nucleotide 
sequence. The short peptide may bind to the DNA in various ways depend-
ing on its methylation nature; obviously it will cause different effects on the 
gene functions in various tissues/cells—young and old, normal and cancer-
ous etc.67 Our study shows that unlike the temperature of melting of the DNA 
double helix (+69.5 °C), in the DNA–tetrapeptide (Ala-Glu-Asp-Gly) system, 
the melting point occurs at a significantly lower temperature (+28 °C) and is 
characterized by smaller changes in free energy and an approximately 2-fold 
decrease in the enthalpy and entropy values.78 This fact demonstrates that 
the thermodynamically simplified way of the DNA–peptide complex separa-
tion at lower temperature settings is typical of the biochemical processes 
occurring in living organisms. It also suggests that the mechanism of DNA–
Epitalon interaction is based upon the natural mechanism of functioning of 
a living organism.
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A model of complimentary binding of the synthesized peptide Epitalon 
(Ala-Glu-Asp-Gly) with a DNA double helix was developed.79 The Ala-Glu-
Asp-Gly peptide was found to be located in the major groove of the DNA 
double helix. A special feature of this model is that the tetrapeptide in the 
major groove interacts simultaneously with the functional groups of the 
bases of both DNA strands.79 The binding between the peptide and the 
ATTTC sequence in a DNA strand is supported by available data, confirm-
ing the appearance of this particular sequence in the promoter region of 
the telomerase gene.80 Such interaction of the Ala-Glu-Asp-Gly peptide and 
the ATTTC sequence can likely explain the geroprotective properties of 
Epitalon.81

Based on the analysis of physical and chemical characteristics of the 
DNA-peptide complex, a three-dimensional model of complimentary inter-
action between Ala-Glu-Asp-Gly and the ATTTC sequence was created (see 
Figure 20.1).24,25,57 A synthetic nucleic acid preparation was used for study-
ing the interaction between oligopeptides and double stranded DNA. It 
is a synthetic analogue of the binding site of transcription factors (TATA 
box, which is usually found in the binding sites of RNA-polymerase II) in 
the promoter regions of many eukaryotic genes.82 On the surface of the 
major groove of the DNA synthetic preparation double helix a group of 

Figure 20.1    The interaction of the AEDG peptide with nitrogen bases of DNA 
(ATTTC sequence). The dotted line indicates hydrogen bonds between 
the atoms of peptides and DNA; bold green lines indicate nitrogen 
bases of DNA forming hydrogen bonds with the peptide. The DNA 
molecule is indicated in green; letters indicate nitrogen bases (A: ade-
nine, T: thymine, G: guanine, C: cytosine). In the peptide molecule, 
blue is used for nitrogen atoms, red for oxygen atoms, grey for carbon 
atoms, and light grey for polar hydrogen atoms.
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nucleobases occurs that can interact with the Ala-Glu-Asp-Gly groups. It 
was found that binding of six nucleotide pairs with TATATA of the DNthe 
A leading strand can be performed via an additional hydrogenous and one 
hydrophobic bond.24,78 Thus, a regulatory peptide is believed to be able to 
bind with a complementary site on the gene promoter region, causing local 
separation of strands and thereby initiating the process of RNA polymerase 
gene transcription.

20.8   Conclusion
Physiologically active peptides, including short peptides, represent biolog-
ically active compounds that can modulate various cellular and molecular 
processes. Peptide compounds are essential for invention of new pharma-
ceutical products.83 Peptide preparations are highly active, non-toxic and 
have no side effects, which comprise their main advantages as pharmaceu-
ticals. Short peptides possess pronounced anticarcinogenic and geropro-
tective properties. In experimental studies in animals the peptides revealed 
the ability to decrease the risk of spontaneous and induced neoplasia and 
to enhance lifespan by 20–40%.14 In general, these properties are deter-
mined by the peptides' capability to influence the immune system of the 
organism, thus preventing aging.21,54 The peptides possess pronounced 
antioxidant potential: Vilon reduces the ROS level in D. melanogaster mito-
chondria; Epitalon inhibits the chemoluminescence level and enhances 
general antioxidant activity in mice blood serum.14 Epitalon also has an 
inhibitory effect on the level of age-related chromosome aberrations in 
mice.22 Short peptides activate heterochromatin in the cytoblasts of elderly 
patients and promote activation of genes repressed as a consequence of 
age-associated heterochromatinization of the euchromatic region of chro-
mosomes.19 Recognition of the short peptides' ability to influence the 
expression of various genes was essential for understanding of their role in 
the aging processes.23

Small peptides (di-, tri- and tetra-peptides) revealed the capability of com-
plementary interaction with the DNA-specific binding sites on the promoter 
segment of genes, inducing separation of double helix strands and RNA 
polymerase activation. Discovery of the phenomenon of peptide activation 
of gene transcription allows determination of the mechanism to maintain 
physiological functions, which is based on the complementary interaction of 
DNA and regulatory peptides.24,79

Application of peptide bioregulators in humans for preventive purposes 
resulted in a significant restoration of the main physiological functions and 
a substantial mortality decrease in different age groups for a period of 6–12 
years.26

Further investigation of the mechanisms of peptide geroprotective action 
can likely provide new avenues for peptidergic regulation of aging, preven-
tion of premature aging, age-associated pathology and an increase in the 
period of active human longevity.



Chapter 20510

References
 1.  R. L. Walford, Fed. Proc., 1974, 33, 2020.
 2.  G. Goldstein, M. Scheid, U. Hammerling, D. Schlesinger, H. D. Niallan 

and E. A. Boyse, Proc. Natl. Acad. Sci. U. S. A., 1975, 72, 11.
 3.  E. Hannappel, S. Davoust and B. L. Horecker, Proc. Natl. Acad. Sci. U. S. A., 

1982, 82, 1708.
 4.  A. Hershko, A. Ciechanover and I. A. Rose, Proc. Natl. Acad. Sci. U. S. A., 

1979, 76, 3107.
 5.  A. Hershko, A. Ciechanover, H. Heller, A. L. Haas and I. A. Rose, Proc. 

Natl. Acad. Sci. U. S. A., 1980, 77, 1783.
 6.  V. T. Ivanov, A. A. Karelin, M. M. Philippova, I. V. Nazimov and V. Z. Plet-

nev, Biopolymers, 1997, 43, 171.
 7.  S. Karlin and S. F. Altschul, Proc. Natl. Acad. Sci. U. S. A., 1990, 87, 2264.
 8.  V. Kh. Khavinson, Neuroendocrinol. Lett., 2002, 23, 144.
 9.  V. N. Anisimov and V. Kh. Khavinson, Biogerontology, 2010, 11, 1399.
 10.  J. P. Kirkwood, Mutat. Res., 1989, 219, 1.
 11.  D. E. Harrison and T. N. Roderick, Exp. Gerontol., 1997, 32, 65.
 12.  D. Harman, Ann. N. Y. Acad. Sci., 1994, 717, 1.
 13.  M. K. Shigenaga, T. M. Hogen and B. N. Ames, Proc. Natl. Acad. Sci.  

U. S. A., 1994, 91, 10771.
 14.  V. N. Anisimov, Molecular and Physiological Mechanisms of Aging, Nauka, 

St. Petersburg, 2008.
 15.  V. A. Bohr and R. M. Anson, Mutat. Res., 1995, 338, 25.
 16.  K. A. Yeiding, Perspect. Biol. Med., 1974, 17, 201.
 17.  E. Giolloto, A. Mottura, L. De Carli and F. Nuzzo, Exp. Cell Res., 1978, 113, 

415.
 18.  M. A. de Arce, Hum. Genet., 1981, 57, 83.
 19.  T. Lezhava, Human Chromosomes and Aging: From 80 to 114 Years, Nova 

Biomedical, 2006, p. 1147.
 20.  V. N. Anisimov, I. G. Popovich and M. A. Zabezhinski, Methods Mol. Biol., 

2013, 1048, 145.
 21.  V. Kh. Khavinson and V. N. Anisimov, Peptide Bioregulators and Aging, 

Nauka, St. Petersburg, 2003.
 22.  S. V. Rosenfeld, E. F. Togo, V. S. Mikheev, I. G. Popovich, V. Kh. Khavinson 

and V. N. Anisimov, Bull. Exp. Biol. Med., 2002, 13, 274.
 23.  S. V. Anisimov, K. R. Bokeler, V. Kh. Khavinson and V. N. Anisimov, Bull. 

Exp. Biol. Med., 2002, 133, 293.
 24.  V. Kh. Khavinson, S. I. Tarnovskaya, N. S. Linkova, V. E. Pronaeva, L. K. 

Shataeva and P. P. Vakutseni, Bull. Exp. Biol. Med., 2013, 154, 403.
 25.  V. Kh. Khavinson, Adv. Gerontol., 2014, 4, 337.
 26.  O. V. Korkushko, V. Kh. Khavinson and V. B. Shatilo, Pineal Gland: Ways 

for Correction in Aging, Nauka, St. Petersburg, 2006.
 27.  V. G. Morozov and V. Kh. Khavinson, US Pat., 5070076, 1991.
 28.  V. G. Morozov and V. Kh. Khavinson, Int. J. Immunopharmacol., 1997, 19, 

501.



511Short Peptides Regulate Gene Expression, Protein Synthesis and Enhance Life Span

 29.  V. A. Alexandrov, V. G. Bespalov, V. G. Morosov, V. Kh. Khavinson and V. N. 
Anisimov, Carcinogenesis, 1996, 17, 1931.

 30.  V. Kh. Khavinson, B. I. Kuznik and G. A. Ryzhak, Adv. Gerontol., 2013, 3, 
225.

 31.  V. N. Anisimov, V. Kh. Khavinson and V. G. Morozov, Mech. Aging Dev., 
1982, 19, 245.

 32.  N. P. Napalkov, G. N. Iakovlev, V. N. Anisimov, V. G. Morozov and  
V. Kh. Khavinson, Vopr. Onkol., 1988, 34, 515.

 33.  V. Kh. Khavinson, V. G. Morozov, V. I. Semenova, O. V. Chaika and  
G. A. Ryzhak, RF Patent, 2163129, 2001.

 34.  V. N. Anisimov and V. Kh. Khavinson, in Aging Interventions and Thera-
pies, ed. S. I. S. Rattan, World Scientific, 2005, vol. 7, pp. 127–146.

 35.  V. Kh. Khavinson, V. G. Morozov and V. N. Anisimov, Experimental Studies 
of the Pineal Preparation Epithalamin, Belin Heidelberg, Springer-Verlag, 
2001.

 36.  V. N. Anisimov, M. N. Ostroumova and V. M. Dil'man, Bull. Exp. Biol. Med., 
1980, 89, 723.

 37.  V. N. Anisimov, G. I. Miretskii, V. G. Morozov and V. Kh. Khavinson, Bull. 
Exp. Biol. Med., 1982, 94, 80.

 38.  V. M. Dilman, V. N. Anisimov, M. N. Ostroumova, V. Kh. Khavinson and V. 
G. Morozov, Exp. Pathol., 1979, 17, 539.

 39.  V. Kh. Khavinson and S. V. Mylnikov, Dokl. Biol. Sci., 2000, 373, 370.
 40.  V. N. Anisimov, V. Kh. Khavinson and V. G. Morozov, Biogerontology, 2000, 

1, 55.
 41.  V. Kh. Khavinson, V. G. Morozov, V. V. Malinin and S. V. Sery, US Pat., 

6642201, 2003.
 42.  V. Kh. Khavinson and V. N. Anisimov, Dokl. Biol. Sci., 2000, 372, 261.
 43.  V. Kh. Khavinson, V. N. Anisimov, N. Y. Zavarzina, M. A. Zabezhinskii,  

O. A. Zimina, I. G. Popovich, A. V. Shtylik, V. V. Malininand and V. G. 
Morozov, Bull. Exp. Biol. Med., 2000, 130, 687.

 44.  V. Kh. Khavinson, US Pat., 6727227, 2004.
 45.  D. R. Cox and D. Oakes, Analysis of Survival Data, Chapman and Hall, 

London, 1996, p. 201.
 46.  N. D. Goncharova, V. Kh. Khavinson and B. A. Lapin, Pineal Gland and 

Age–Related Pathology (Mechanisms and Correction), Nauka, St. Peters-
burg, 2007.

 47.  R. J. Reiter, C. M. Craft and J. E. Johnson, Endocrinology, 1981, 109, 1205.
 48.  J. Hansen, Cancer Causes Control, 2006, 17, 531.
 49.  R. G. Stivens, Cancer Causes Control, 2006, 17, 501.
 50.  V. N. Anisimov, N. Y. Zavarzina, M. A. Zabezhinski, I. G. Popovich, O. A. 

Zimina, A. V. Shtylick, A. V. Arutjunyan, T. I. Oparina, V. M. Prokopenko, 
A. I. Mikhalski and A. I. Yashin, J. Gerontol., Ser. A., 2001, 56, B311.

 51.  I. A. Vinogradova, A. V. Bukalev, M. A. Zabezhinski, A. V. Semenchenko, V. 
Kh. Khavinson and V. N. Anisimov, Bull. Exp. Biol. Med., 2007, 144, 825.

 52.  I. A. Vinogradova, A. V. Bukalev, M. A. Zabezhinski, A. V. Semenchenko, V. 
Kh. Khavinson and V. N. Anisimov, Bull. Exp. Biol. Med., 2008, 145, 472.



Chapter 20512

 53.  G. M. Yakovlev, V. S. Novikov, V. S. Smirnov, V. Kh. Khavinson and V. G. 
Morozov, Mechanisms of Bioregulation, Nauka, St. Petersburg, 1992.

 54.  V. G. Morozov, V. Kh. Khavinson and V. V. Malinin, Peptide Thymometics, 
Nauka, St. Petersburg, 2000.

 55.  V. Kh. Khavinson, Neuroendocrinol. Lett., 2002, 23, 144.
 56.  V. N. Anisimov, A. V. Arutjunyn and V. Kh. Khavinson, Neuroendocrinol. 

Lett., 2001, 22, 9.
 57.  V. Kh. Khavinson, A. Yu. Solov’ev, D. V. Zelinskii, L. K. Shataeva and  

B. F. Vaniushin, Adv. Gerontol., 2012, 2, 277.
 58.  M. O. Yuneva, N. V. Guseva and A. A. Boldyrev, Adv. Gerontol., 2000, 4, 147.
 59.  V. Kh. Khavinson, T. A. Lezhava, J. R. Monaselidze, T. A. Jokhadze, N. A. 

Dvalishvili, N. K. Bablishvili and S. V. Trofimova, Neuroendocrinol. Lett., 
2003, 24, 329.

 60.  T. A. Lezhava, V. Kh. Khavinson, J. R. Monaselidze, T. A. Jokhadze, N. A. 
Dvalishvili, N. K. Bablishvili and S. Barbakadze, Biogerontology, 2004, 5, 
73.

 61.  R. S. Hawley and T. Arbel, Cell, 1993, 72, 301.
 62.  V. Kh. Khavinson, T. A. Lezhava and V. V. Malinin, Bull. Exp. Biol. Med., 

2004, 137, 78.
 63.  M. O. Olson, M. Dundr and A. Szebeni, Trends Cell Biol., 2000, 10, 189.
 64.  V. N. Anisimov, V. Kh. Khavinson, M. Provinciali, I. N. Alimova, D. A. 

Baturin, I. G. Popovich, M. A. Zabezhinski, E. N. Imyanitov, R. Mancini 
and C. Franceschi, Int. J. Cancer, 2002, 101, 7.

 65.  V. Kh. Khavinson, I. E. Bondarev and A. A. Butyugov, Bull. Exp. Biol. Med., 
2003, 135, 590.

 66.  V. Kh. Khavinson, I. E. Bondarev, A. A. Butyugov and T. D. Smirnova, Bull. 
Exp. Biol. Med., 2004, 137, 503.

 67.  V. Kh. Khavinson and V. V. Malinin, Gerontological Aspects of Genome Pep-
tide Regulation, Karger AG, Basel (Switzerland), 2005.

 68.  B. I. Kuznik, N. S. Linkova, S. I. Tarnovskaya and V. Kh. Khavinson, Adv. 
Gerontol., 2013, 26, 38.

 69.  V. Kh. Khavinson, V. G. Morozov, V. V. Malinin, T. B. Kazakova and E. A. 
Korneva, Bull. Exp. Biol. Med., 2000, 130, 898.

 70.  O. V. Korkushko, V. Kh. Khavinson, G. M. Butenko and V. B. Shatilo, Pep-
tide Preparations of Thymus and Pineal Gland in Prevention of Accelerated 
Aging, Nauka, St. Petersburg, 2002.

 71.  K. H. Cooper, JAMA, 1968, 203, 135.
 72.  O. V. Korkushko, V. Kh. Khavinson, V. B. Shatilo and I. A. Antonyk-She-

glova, Bull. Exp. Biol. Med., 2011, 151, 366.
 73.  V. Kh. Khavinson, B. I. Kuznik and G. A. Ryzhak, Adv. Gerontol., 2014, 4, 

346.
 74.  L. I. Fedoreyeva, I. I. Kireev, V. Kh. Khavinson and B. F. Vanyushin, Bio-

chemistry, 2011, 76, 1210.
 75.  A. Schumacher, in The New molecular and Medical Genetics, ed. T. O. 

Tollefsbol, Elsevier Inc., Amsterdam, 2011, pp. 405–422.



513Short Peptides Regulate Gene Expression, Protein Synthesis and Enhance Life Span

 76.  J. T. Bell, P. C. Tsai, T. P. Yang, R. Pidsley, J. Nisbet, D. Glass, M. Mangino, 
G. Zhai, F. Zhang and A. Valdes, et al., PLoS Genet., 2012, 8, e1002629.

 77.  G. Hannum, J. Guinney, L. Zhao, L. Zhang, G. Hughes, S. Sadda, B. Klotzle,  
M. Bibikova, J. B. Fan and Y. Gao, et al., Mol. Cell, 2013, 49, 359.

 78.  V. Kh. Khavinson, A. Yu. Solovyov and L. K. Shataeva, Bull. Exp. Biol. Med., 
2008, 146, 624.

 79.  V. Kh. Khavinson, L. K. Shataeva and A. A. Chernova, Neuroendocrinol. 
Lett., 2005, 26, 237.

 80.  V. Wick, D. Zubon and G. Hagen, Gene, 1999, 232, 97.
 81.  V. Kh. Khavinson, I. E. Bondarev, A. A. Butyugov and T. D. Smirnova, Bull. 

Exp. Biol. Med., 2004, 137, 503.
 82.  A. J. Warren, Curr. Opin. Struct. Biol., 2002, 12, 107.
 83.  M. Lebl and A. Houghten, Peptides: The Wave of the Future, American Pep-

tide Society, San Diego, 2001, p. 1147.



514

RSC Drug Discovery Series No. 57
Anti-aging Drugs: From Basic Research to Clinical Practice
Edited by Alexander M. Vaiserman
© The Royal Society of Chemistry 2017
Published by the Royal Society of Chemistry, www.rsc.org

CHAPTER 21

HDAC Inhibitors: A New Avenue 
in Anti-Aging Medicine
E. G. PASYUKOVAa* AND A. M. VAISERMANb

aLaboratory of Genome Variation, Institute of Molecular Genetics of RAS, 
Kurchatov sq. 2, Russia; bLaboratory of Epigenetics, Institute of  
Gerontology, Vyshgorodskaya st. 67, Kiev 04114, Ukraine
*E-mail: egpas@img.ras.ru

 

21.1   Introduction
Gradual loss of physiological functions accompanied by decreasing fertil-
ity and increased risk of mortality with advancing age is recognized as age- 
related senescence, a process immanent to most living beings. Whether 
senescence may be prevented and/or postponed by certain approaches is a 
matter of utmost importance in today’s world. Recent advances in biogeron-
tology and an increasing number of pharmacological and dietary interven-
tions suggested to have the anti-aging and life-extending effects1,2 give hope 
that senescence may be effectively combated in the near future.

In recent years, epigenetic regulatory mechanisms have become increas-
ingly appreciated as central to a variety of age-associated processes, such 
as cellular and organismal senescence, genomic instability, and tumor-
igenesis.3–5 Epigenetic modifications provide a mechanism of heritable 
but reversible changes in gene function that occur without the change 
in the primary DNA sequence due to alterations in chromatin structure. 
Normally, throughout the life span, the epigenetic processes are both 
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finely tuned and influenced by multiple environmental cues that can be 
“remembered” due to the changes in the epigenome;4 both internal and 
external attenuation of epigenetic processes may affect the normal rate 
of aging. The global changes in chromatin structure and certain local  
epigenetic modifications in the promoter regions of several specific genes 
including tumor suppressor genes are among the key age-associated 
epigenetic processes.6 At the same time, the epigenetic patterns can be 
significantly destroyed along with the development of various diseases. 
Epigenetic dysregulation has been shown to be implicated in a wide 
variety of age-related chronic diseases, such as decline of immune func-
tion, atherosclerosis, type 2 diabetes, cancer, and neurodegenerative and  
psychiatric diseases.7–10

The main epigenetic mechanisms include DNA methylation, mod-
ifications of histones that package the DNA, and microRNA regulatory 
pathways. It is noteworthy that, unlike genetic changes (mutations) that 
cannot be restored, epigenetic aberrations are reversible and can be rela-
tively easily corrected through nutritional and pharmacological interven-
tions or due to certain physical factors and environmental exposures.5,11 
The potential reversibility of epigenetic aberrations makes them attrac-
tive targets for therapeutic drug development.9 In the last several years, 
a novel class of drugs targeting epigenetic pathways (“epigenetic drugs”) 
has been proposed. Among others, the members of superfamilies of his-
tone deacetylases (HDACs) are currently considered as highly promising 
targets for epigenetic drugs with health-beneficial and anti-aging effects; 
in this context, HDAC inhibitors (HDACIs) are regarded as potential 
therapeutics.12–15

At the present time, invertebrates have been recognized as useful models 
for development of human diseases and are widely used in screens of agents 
with potential anti-aging properties.16–21 For example, the nematode Caenor-
habditis elegans and the fruit fly Drosophila melanogaster have high potential 
for such studies, the main advantages being their relatively short life span, 
ease of maintenance, sequences of the full genomes, availability of a large 
variety of environmental and genetic manipulations and stocks containing 
altered genes. In addition, the currently accepted view is that pathways are 
substantially conserved in a wide variety of species, from invertebrates to 
humans.19 Highly specific and precise age-related invertebrate models may 
facilitate determining which HDACIs may extend longevity and which genes 
are implicated in these effects, as well as provide important information 
about the genetic basis of aging. The critical issue still remains whether 
the mechanisms of action of HDACIs are similar between invertebrates and 
mammals.

The main focus of this chapter is a review of the literature describing 
the health-beneficial and life-extending effects of inhibitors of HDAC  
activity, with an emphasis on data obtained using D. melanogaster as a 
model species.
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21.2   Role of Histone Modification in Epigenetic 
Regulation

There are two major epigenetic mechanisms influencing gene expression 
throughout the eukaryotic life cycle, including aging: methylation of DNA 
and modification of histones.22 Genomic DNA in eukaryotic cells is assem-
bled in nucleosomes due to interaction with two histone H2A and histone 
H2B dimmers and a tetramer of histones H3 and H4; nucleosomes inter-
act with the linker histone H1. The highly conserved core histones con-
tain lysine-rich N-terminal tails that are able to undergo various covalent 
post-translational modifications, i.e. acetylation, phosphorylation, ubiquityl-
ation, biotinylation, sumoylation, and others.23 These histone modifications 
alter the histone-DNA interaction and create a “histone code” that coordi-
nates the recruitment of transcription factors and polymerases.12 Among all 
known histone modifications, acetylation has the highest potential to induce 
chromatin unfolding as it neutralizes the electrostatic interaction between 
the histone and the negatively charged DNA, making it more accessible to 
the transcriptional apparatus.24 Overall, histone acetylation and deacetyla-
tion play a crucial role in modifying chromatin structure and thus regulat-
ing gene expression, cell proliferation, migration and apoptosis, as well as 
immune functions and angiogenesis.25

Many recent studies revealed a role of chromatin modification in aging. 
The heterochromatin loss model of aging proposed by Villeponteau26 sug-
gests that heterochromatin domains are set up early in embryogenesis but 
then are gradually lost with aging, which results in aberrant gene expres-
sion associated with old age. An association between chromatin silencing 
and life span has been revealed in various experimental models including 
yeast, Caenorhabditis elegans, mice and Drosophila melanogaster.5 A dramatic 
reorganization of chromosomal regions with age in fruit flies was found in 
a whole genome study.27 An overall decline of the active chromatin marks, 
such as H3K4me3 and H3K36me3, as well as a significant decrease in the 
enrichment of the repressive heterochromatin H3K9me3 and heterochro-
matin protein 1 (HP1) marks at pericentric heterochromatin loci, have been 
found with age. Such extensive alterations in repressive chromatin state were 
associated with age-related changes in gene expression.28 Alterations in the 
structure and functions of genes encoding HDACs such as SIRT1/SIR2 and 
RPD3 are also known to be involved in the extension of lifespan in different 
organisms.29,30 In D. melanogaster, genetic alterations in sir2 and Rpd3 and 
nutrition have distinct but interacting effects on longevity,31,32 which empha-
sizes both the role of HDACs as overall modifiers of the metabolic status of 
an organism and the significance of this status in life span control.

Histone acetylation is controlled by a dynamic counterbalance between 
activities of histone acetyl transferases (HATs) and HDACs.33 HATs catalyze 
the transfer of the acetyl moiety from acetyl coenzyme A to the ε-amino 
groups of histone lysine residues, thereby neutralizing the positive charge of 
the histone tails and reducing their affinity for DNA. This results in a more 
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open chromatin state and greater access of DNA to transcription factors. 
HDACs, on the contrary, catalyze the removal of acetyl groups from lysine 
residues of histone tails, resulting in a more condensed, transcriptionally 
repressive chromatin conformation.34 In normal cells, there is a fine balance 
between acetylation and deacetylation of histones.35 Histone acetylation is 
associated with an open chromatin and activation of gene expression, while 
histone deacetylation is associated with closed chromatin and repression 
of transcription. In recent years, increasing evidence has been accumulated 
that HDACs play key roles in diverse biological processes such as cell prolif-
eration, apoptosis, inflammation and others.36

Though modifying histones and chromatin structure is the predominant 
function of HDACs, they are able to modify non-histonal proteins.37 Some of 
these proteins are transcription factors and others are regulatory proteins, 
which also determines the role of HDACs in regulation of gene expression 
profiles.

The HDACs are grouped into classes depending on sequence homology to 
the yeast original enzymes and domain organization. Class I, II and IV HDACs 
depend on a Zn2+ ion in their catalytic center. Class III HDACs (sirtuins,  
SIRTs) differ from other HDACs in that they use NAD+ as the cofactor.34,38 In 
mammals, including humans, Class I includes HDACs1–3 and HDAC8, Class 
II includes HDACs4–7 and HDACs9–10, Class III includes SIRTs1–7, and, 
finally, Class IV is represented by a single member, HDAC11.39 In other spe-
cies, the composition of the main HDAC classes may be different. For exam-
ple, in D. melanogaster, Class I includes RPD3 and dHDAC3, Class II includes 
dHDAC4 and dHDAC6, Class III includes dSIR2, dSIRT2, dSIRT4, dSIRT6, 
and dSIRT7,40 and Class IV includes HDAC11.41 HDAC inhibitors that target 
the Class I, II and IV HDACs and SIRTs are different; the latter will not be 
covered in this review.

21.3   Life Span-Modulating Effects of HDAC 
Inhibitors in Animal Models

Among the chemicals affecting HDAC activity, HDAC inhibitors (HDACIs) 
seem to be the most promising in the field of geroscience. Since the level of 
transcription of many genes, primarily metabolic and biosynthetic ones, is 
known to decrease with age,42 the restoration of the transcriptional activity 
via HDACIs could likely delay the age-related functional decline. Moreover, 
HDAC inhibition can cause up-regulation of genes involved in response to 
stress and inflammation – pathways generally involved in the regulation of 
longevity.43 Life span-modulating effects of HDACIs have been studied mostly 
in invertebrate experimental models such as D. melanogaster.

In recent years, experimental research has emerged on the life-extending 
potential of synthetic HDACIs, although several natural compounds, such 
as trichostatin A extracted from Streptomyces hydrocsopicus, sulforaphane 
contained in broccoli, curcumin extracted from turmeric and garlic-derived 
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diallyl disulfide, seem to be very promising as well. HDACIs include four 
chemical classes: cyclic peptides, hydroxamic acids, short chain fatty acids 
and synthetic benzamides, and they substantially vary in biological activ-
ity, structure and specificity.44 The most commonly used HDACIs are listed 
in Table 21.1. In D. melanogaster, each HDAC was shown to regulate tran-
scription of a unique set of genes and to have a distinct pattern of temporal 
expression.45 Furthermore, a differential sensitivity of HDACs to HDACIs has 
been shown.

The research findings supporting the anti-aging and life-extending proper-
ties of HDACIs are reviewed in the subchapters below.

21.3.1   Phenylbutyrate
Sodium 4-phenylbutyrate (PBA) was shown to inhibit class I and II HDACs, 
which lead to elevated gene expression, reduced cellular proliferation, 
induction of apoptosis, and enhanced cell differentiation in neoplastic cell 
populations.46

The dose-dependent life-extending potential of the sodium salt of PBA in 
D. melanogaster was demonstrated by Kang and co-authors.47 Feeding of flies 
with PBA resulted in a substantial extension of both mean and maximal life 
span by up to 30–50% regardless of the fly’s genetic background, without 
diminution of locomotor activity and resistance to stress. This result was not 
due to caloric restriction, known to extend life span in different model organ-
isms, or due to the decrease in reproductive activity. Treatment for a limited 
period, either early or late in adult life, has also been found to have potential 
to extend the flies' longevity, possibly by stimulating repair mechanisms and/
or inhibiting the accumulation of damages.47 The effects of PBA were also 
accompanied by marked changes in the levels of acetylation of histones H3 

Table 21.1    Most widely used HDACIs.

Class Compound name HDAC specificity class

Short-chain fatty 
acids

Phenylbutyrate (PBA) I, II
Sodium butyrate (SB) I, II
Valproic acid (VPA) I, II

Hydroxamic acids Trichostatin A (TSA) I, II, IV
Vorinostat (suberoylanilide 

hydroxamic acid, SAHA)
I, II, IV

Givinostat (ITF2357) I, II
Abexinostat (PCI-24781)
Belinostat (PXD101) I, II, IV
Panobinostat (LBH589) I, II, IV
Resminostat (4SC-201) I, II, IV
Quisinostat (JNJ-26481585) I, II, IV

Cyclic peptides Depsipeptide (romidepsin) I
Apicidin I, II

Benzamides Entinostat (MS-275) I, II
Mocetinostat (MGCD0103) I
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and H4 and either down- or up-regulation of several hundreds of genes, as 
was evident from the DNA microarray-based global transcriptional analysis. 
The general trend was up-regulation of genes involved in detoxification and 
chaperone activity, including several genes that have previously been found 
to be involved in life span determination in D. melanogaster, and down- 
regulation of genes involved in different metabolic pathways. These findings 
support the hypothesis that life span extension may be caused by overall  
generalized changes in epigenetic regulation.48

21.3.2   Sodium Butyrate
In several studies (Table 21.2), life-extending capacity was also shown 
for sodium butyrate (SB), a short chain fatty acid having HDAC inhibition 
activity and known to markedly influence the processes of cell growth, dif-
ferentiation and apoptosis in both normal and transformed cells.49,50 In D. 
melanogaster, an increase of both mean and maximum life span by 25.8% 
and 11.5%, respectively, was observed due to one-off treatment with SB.51 
Later, an increase in mean and/or maximum life span and a decrease in 
mortality rate after SB treatment were observed by other authors.52–55 SB 
at concentrations varying from 10 to 40 mM demonstrated the potential to 
increase life span, whereas SB treatment at higher doses (more than 100 mM) 
decreased longevity.51,52 In some cases51,55 effects depended on whether the 
line used was short- or long-lived. The life-extending effects obtained were 
unlikely due to the decreased reproductive investment, because no reduction 
in reproductive activity (fecundity) was revealed in SB-treated female flies.52 
In some cases, life span improvement was accompanied by an increase in 
locomotor activity55 (see also Figure 21.1), which is often considered as a 
marker of health and aging.56

Treatment with SB caused elevated acetylation levels at histone H3,51,57–59 
whereas the level of acetylation of histone H4 remained unchanged.59 His-
tone H3 with elevated acetylation levels was found at the promoter of the 
hsp22,57 hsp70,58 and hsp26 59 genes. Also, SB affected the structure of chro-
matin at the site of cytogenetic location of the hsp70 gene on the polythene 
chromosome.60 Accordingly, elevated levels of expression of hsp22, hsp26, 
and hsp70 genes were found in SB-treated flies.51,57–60 According to Zhao and 
co-authors,51,57 these findings suggest that the alterations in histone acetyl-
ation and, thereafter, the expression of chaperone genes, may contribute to 
the life-extending effects of SB and other HDACIs in D. melanogaster.

Other mechanisms, however, may also be contributing. In recent research 
by St Laurent and co-authors,54 treatment with SB-supplemented food  
rescued the early mortality of flies with the pesticide rotenone-induced  
Parkinson’s disease. In this model, SB was selected as a therapeutic can-
didate because it is known to be able to correct the disrupted HDAC 
activity in Parkinson’s disease and other neurodegenerative disorders. The SB- 
mediated rescue of rotenone-induced Parkinson's disease was associated 
with elevated dopamine levels in the fly brain. At the same time, treatment 
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Table 21.2    Phenotypic and functional changes induced by SB treatment.a

Strain/model Stage Phenotypic changes Functional changes

Oregon-R52 Larvae and adult Increased MLS in both sexes ND
Adult Increased male MLS ND

Oregon-R53 Larvae Increased male MLS and MaxLS; 
increased female MaxLS

Up-regulation of inducible expression of sir2 gene

Oregon-R (unpub-
lished data)

Adult Increased male MLS; no effect 
on locomotion

ND

w1118 (unpublished 
data)

Adult Increased male MLS; increase in 
locomotion in 40 and 50 day 
old males

ND

Short-lived iso4 
line51

Larvae Increased MLS and MaxLS in a 
sex-pooled population

Hyperacetylation of core histone H3; elevated levels of 
expression of hsp22 and hsp70 genes

Larvae and adult No effect on life span Hyperacetylation of core histone H3
Long-lived iso2 

line51
Larvae No effect on life span Hyperacetylation of core histone H3; elevated levels of 

expression of hsp22 and hsp70 genes
Larvae and adult No effect on life span Hyperacetylation of core histone H3

Normal-lived Ra 
strain55

Transition/senes-
cent span

Decreased mortality rate and 
increased MLS

ND

Long-lived La 
strain55

Entire adult 
life span or 
healthspan

Decreased MLS ND

Adult Decreased MLS ND
Sin3Alof (the model 

of Parkinson 
disease)54

First 5 days of 
adult life

Rescued locomotor impairment 
and early mortality

Unchanged deficiency in the tyrosine hydroxylase mRNA 
level; however, elevated dopamine levels in the brain

Canton-S58 Larvae ND H3 hyperacetylation in the promoter and coding regions of 
hsp70 gene; up-regulation of basal and inducible hsp70 
expression

NS60 Larvae ND Modification of chromatin structure at the site of cytogenetic 
location of hsp70 gene; elevated level of transcription of hsp70

NS57 Larvae ND H3 hyperacetylation in the promoter and coding regions of 
hsp22 gene; up-regulation of basal and inducible expres-
sion of hsp22

Canton-S59 Larvae ND H3 hyperacetylation in the promoter region of hsp26 gene; 
decreased level of basal transcription and increased level 
of inducible transcription of hsp26

a MLS: mean life span, MaxLS: maximum life span; NS: not specified; ND: not determined.
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with SB did not improve the deficiency in serotonin content, tyrosine hydrox-
ylase (the rate-limiting enzyme for dopamine biosynthesis) mRNA levels and 
in SOD activity in rotenone-treated insects.

Up-regulation of inducible expression of sir2 gene was observed after SB 
treatment.52 SIR2 is known to be involved in the extension of life span in D. 
melanogaster.30,31 Activation of Class III HDAC, SIR2, following inhibition of 
Class I–II HDACs by SB might represent an interesting example of complex 
interactions between HDACs involved in life span control. According to our 
preliminary unpublished results, an RNA-seq analysis of transcriptomes of 
SB-treated and control w1118 males demonstrated that the following func-
tional gene sets were associated with SB treatment: (i) male fertility; (ii) regu-
lation of immune system; (iii) regulation of response to stress, including JNK 

Figure 21.1    Effects of SB on the lifespan and locomotion of D. melanogaster males 
of two genotypes. (A) Mean lifespan ± SE. (B) Mean locomotion ± SE of 
50 day-old flies. Lifespan and locomotion were measured according to 
ref. 104. Results of two independent life span measurements are com-
bined (unpublished data). *p < 0.05, **p < 0.01, ***p < 0.001.
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signaling. Accordingly, up-regulation of foxo, hep and other genes involved in 
life span control was revealed (unpublished data).

The effects of SB on life span depended on the stage and/or age when treat-
ment was applied. Increased life span was observed after treatment at the 
larval stage in all studies,51–53 whereas treatment at the both larval and adult 
stage or exclusively throughout the adult stage either decreased life span,55 
or increased it52,53 or had no effect51 on longevity. Thereto, SB effects on life 
span were shown to be sex-specific.52,53

To explain the inconsistencies in SB effects on life span described above, 
a hypothesis suggesting phase separation in the adult life of fruit fly and 
other gradually aging organisms into a health span, a transition phase, 
and a senescent span61 can be applied. In analysis conducted in different 
model organisms, it has been shown that these life stages are characterized 
by different gene expression patterns. The health span is characterized by a 
tightly regulated gene expression pattern, which leads to a maximized tissue 
function and to a minimized inflammatory and other damage response; the 
transition phase is characterized by a gradual decline of the cellular regula-
tory capacity, and the senescent span is characterized by a gradual deregu-
lation of the gene expression pattern.62 Indeed, McDonald and co-authors55 
demonstrated a decrease in mortality rate and an increase in life span when 
flies were fed with SB during transition or senescent spans, but a decrease in 
life span when SB was administered throughout the entire adult life span or 
health span only. Similar results were demonstrated when flies were fed with 
curcumin during health span, senescent span and throughout the entire 
adult life span.63

To summarize, a wide variety of effects of SB on life span were observed. 
Stage and duration of SB supplementation seem to be important with respect 
to the SB effect on life span. Treatment at the larval stage increased longevity 
in most experiments. This fact indicates that SB might indeed affect epigen-
etic mechanisms of life span extension based on modification of histones. 
Treatment with SB at the adult stage had a positive effect on longevity only 
in some cases, in particular, though not exclusively, when SB was supplied 
later in life and could prolong active transcription of genes essential for 
maintaining health span. Short/normal-lived strains were more sensitive to 
SB treatment than long-lived strains. It must be taken into account that dif-
ferent authors used various genotypes, which could also contribute to the 
observed differences in SB effects. Contradictions between different experi-
ments could, at least partially, also be explained by the sex-specificity of SB 
effects. In some experiments, life span was measured in a mixed population 
of males and females, and this could substantially bias the final result. How-
ever, despite the complexity and partial inconsistency of results, SB demon-
strated a high potential as a life-extending agent.

The life-extending capacity of HDACIs, such as d-beta-hydroxybutyr-
ate, to modulate aging and promote life span was also recently reported 
in Caenorhabditis elegans.64 Supplementation with this agent extended the 
worm’s mean life span by approximately 20%. In addition, it increased 
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worm thermotolerance, prevented glucose toxicity, delayed Alzheimer’s amy-
loid-beta toxicity and decreased Parkinson's alpha-synuclein aggregation. 
Interestingly, d-beta-hydroxybutyrate did not extend life span in a genetic 
model of dietary restriction, indicating that it is likely functioning through a 
similar mechanism.

21.3.3   Trichostatin A
Trichostatin A (TSA) is another widely used HDACI that demonstrates a broad 
spectrum of epigenetic activities, including inhibition of the cell cycle since 
the beginning of the growth stage and promotion of the expression of apop-
tosis-associated genes. TSA is recognized as a promising anticancer drug 
candidate. Possible mechanisms of action of this compound are induction 
of terminal differentiation, cell cycle arrest and apoptosis in different cancer 
cell lines, and thereby inhibition of tumorigenesis.65

The epigenetic and phenotypic effects of TSA treatment are very sim-
ilar to those shown for SB treatment (Table 21.3). In D. melanogaster, an 
increase of both mean and maximum life span was observed due to both 
one-off and continuous treatment with 10 mkM TSA.51,66 TSA treatment 
was effective both at the larval51 and adult66 stages and influenced the 
longevity of both short- and long-lived D. melanogaster lines, but to dif-
ferent extents.51 Life span improvement affected both males and females, 
and in some cases was accompanied by an increase in locomotor activity 
(Figure 21.2).

These life-extending effects induced by the TSA treatment were accom-
panied by the hyperacetylation of core histone H3 in the promoter and 
coding regions of some chaperone genes, such as hsp22, hsp26 and hsp70, 
along with up-regulation, in most cases, of both basal and inducible 
expression of these genes.51,57–60,66 Modified chromatin morphology at 
the locus of hsp22 was also revealed.66 The authors suggested that the 
expression of chaperones can reduce the level of accumulation of dam-
age, stimulate the repair mechanisms, and improve the cell stress resis-
tance to create cellular and physiological environments that are favorable 
for longevity.

We performed an RNA-seq analysis of transcriptomes of TSA-treated and 
control w1118 males. According to our preliminary results, the following func-
tional gene sets were associated with the differential expression in control 
and TSA-treated flies: (i) DNA replication; (ii) cell fate determination, dif-
ferentiation and development of various organ systems, and (iii) mitochon-
dria function and ATP synthesis. Surprisingly, up-regulation of many genes 
involved in development of the nervous system, heart and cuticula was 
revealed in TSA treated males in association with increased life span (unpub-
lished data).

To summarize, the effects of TSA on life span seem more consistent than 
the effects of SB. TSA was shown to affect life span of both short/normal- and 
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long-lived strains, and the stage of TSA supplementation seems to be less 
important compared to for SB treatment. The life span-modulating effects of 
TSA were also found to be sex-dependent. Similarly to SB, TSA demonstrated 
high potential as a life-extending agent. However, in our experiments, two 
HDACIs affected transcription of different sets of genes, with TSA treatment 
affecting transcription of much more genes and in a greater extent compared 
to SB treatment.

Table 21.3    Phenotypic and functional changes induced by TSA treatment.a

Strain Stage Phenotypic changes Functional changes

Canton-S66 Adult Increased MLS and 
MaxLS in both sexes

Modified chromatin  
morphology at the locus of 
hsp22 gene; increased  
hsp22 transcription

Oregon-R 
(unpublished 
data)

Adult Increased male MLS; no 
effect on locomotion

ND

w1118 (unpub-
lished data)

Adult Increased male MLS; 
increase in locomo-
tion in 30, 40, and 50 
day old males

ND

Short-lived iso4 
line51

Larvae Increase of MLS by one-
off treatment; increase 
of MLS and MaxLS by 
continuous treatment

Hyperacetylation of core  
histone H3; elevated levels 
of expression of hsp22  
and hsp70 genes

Long-lived iso2 
line51

Increase of MLS by con-
tinuous treatment

Canton-S58 Larvae ND H3 hyperacetylation in the 
promoter and coding 
regions of hsp70 gene; 
up-regulation of basal and 
inducible hsp70 expression

NS60 Larvae ND Modification of chromatin 
structure at the site of cyto-
genetic location of hsp70 
gene; elevated level of tran-
scription of hsp70 gene

NS57 Larvae ND H3 hyperacetylation in the 
promoter and coding 
regions of hsp22 gene; 
up-regulation of basal and 
inducible expression of 
hsp22 gene

Canton-S59 Larvae ND H3 hyperacetylation in the 
promoter region of hsp26 
gene; decreased level of 
basal transcription and 
increased level of inducible 
transcription of hsp26 gene

a MLS: mean life span, MaxLS: maximum life span; NS: not specified; ND: not determined.
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21.3.4   Suberoylanilide Hydroxamic Acid (SAHA)
One more HDACI that was shown to be able to extend life in fruit flies is 
suberoylanilide hydroxamic acid (SAHA). In in vitro studies, SAHA was found 
to have similar effects to SB, although at much lower effective doses.25 This 
compound is known to induce growth arrest in transformed cells,67 and 
it was shown to be effective in preventing Huntington’s disease in various  
animal models.68

In a recent study by McDonald and co-authors,55 the effects of admin-
istration with SAHA throughout D. melanogaster health span, transition 
phase, and senescent span were studied. Treatment with SAHA during 

Figure 21.2    Effects of TSA on the lifespan and locomotion of D. melanogaster males 
of two genotypes. (A) Mean lifespan ± SE. (B) Mean locomotion ± SE of 
50 day-old flies. Lifespan and locomotion were measured according to 
ref. 106. Results of two independent life span measurements are com-
bined (unpublished data). *p < 0.05, **p < 0.01, ***p < 0.001.
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the transition or senescent spans resulted in decreased mortality rate 
and extended longevity compared to the control, while supplementation 
during the entire adult life span or during the health span only led to 
decreased longevity in the normal-lived strain. The analysis of mortality 
curves indicated that there were no significant effects of the SAHA admin-
istration until the age of ∼50 days. When the long-lived strain was admin-
istered with SAHA by the same scheme, mostly deleterious effects were 
detected. Remarkably, the SAHA-treated normal-lived D. melanogaster 
strain showed late-life extending effects similar to those seen in the same 
study for SB. The fact that these two different HDACIs, SB and SAHA, had 
similar effects on mortality rate during the senescent span indicates the 
similarity of mechanisms that underlie beneficial effects for this class 
of HDACIs. The authors suggested that HDACIs may significantly influ-
ence the mortality rate throughout the senescent phase by reducing the  
vulnerability of treated individuals, in a manner similar to that of dietary 
restriction. Indeed, as was mentioned above, genetic alterations in genes 
encoding HDACs and nutrition regiments partially interact in the course 
of longevity control.31,32 HDACIs may affect several pathways involved in 
regulating gene expression patterns associated with healthy aging. The 
induction of these patterns of gene expression throughout senescence 
when they are not normally present may likely underlie the life-extending 
effects of HDACIs.

21.4   HDACIs in Preclinical and Clinical Trials
A lot of hope in geroscience is currently being pinned on pharmacologi-
cal compounds targeted to epigenetic regulators of gene expression. Epi-
genetic modifications are known to be potentially reversible; this feature 
makes them attractive targets for pharmacological intervention. Over the 
past few years, a series of medications have been developed targeted to 
epigenetic regulators, including modulators of HDACs, HATs, DNA meth-
yltransferases, and noncoding miRNAs, with potential effects against vari-
ous types of disorders.69,70 Several modulators of HDAC activity (primarily, 
HDACIs), among other drugs targeting epigenetic machinery, have been 
recently examined in human clinical trials, and some have been proposed 
as promising anti-ageing drug candidates.13 However, as most HDACIs 
lack specificity,71 their wide applicability is still questionable. Serious 
efforts are currently aimed at finding class-selective and isoform-selective 
HDACIs.72

HDACIs are expected to have clinical potential in preventing and/or treat-
ing many chronic pathological conditions, including cancer, cardiovascular 
disorders, metabolic and neurodegenerative disorders such as Parkinson’s, 
Alzheimer's and Huntington's diseases, violated immune response, inflam-
mation and arthritis. The research findings supporting the therapeutic 
properties of HDACIs in curing age-related pathologies are reviewed in the 
sub-sections below.
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21.4.1   Cancer
The onset and progression of various cancers involve substantial dysregu-
lation of HDAC activity. The antitumor effects of HDACIs are suggested to 
be attributed to both transcriptional repression of proto-oncogenes and 
transcriptional reactivation of silent tumor suppressor genes.73 Their effects 
may also be mediated by the regulation of DNA repair, inducing cell cycle 
arrest and apoptosis, inhibiting angiogenesis and long-term stimulation of 
immune response.74 HDACIs are considered to be very promising candidates 
in cancer treatments since these agents preferentially kill neoplastic cells 
and are relatively non-toxic to normal cells,75 though the molecular mecha-
nisms of this selectivity remain to be elucidated.

A wide range of HDACIs are emerging as promising anticancer pharma-
ceuticals.75–77 HDACIs such as belinostat, panobinostat, SAHA and FK228,72 
as well as TSA, sodium butyrate, vorinostat, valproic acid and romidep-
sinor,78 showed substantial activity in both haematological and solid tumors 
in different tissues. In the last few years, HDACIs have undergone a rapid 
phase of clinical development in different cancer types, either as monother-
apy or combined with other anticancer modalities. To date, three HDACIs 
have been approved by the FDA for the treatment of cutaneous/peripheral 
T-cell lymphoma,79 and four HDACIs, namely vorinostat, belinostat, romide-
psin and panobinostat, have been approved by the FDA for the treatment of 
hematologic cancers.80 Many other HDACIs are at different stages of clini-
cal development for the treatment of hematological malignancies and solid 
tumors.79

21.4.2   Metabolic and Cardiovascular Pathology
The FDA’s approval of HDACIs as anticancer agents has provided the moti-
vation for using these medicines as treatment options for non-malignant 
diseases. The beneficial outcomes of HDAC inhibition were obtained in 
treatment of various types of inflammatory, neurodegenerative and car-
diovascular disorders.80 In particular, experimental evidence has indicated 
that inhibitors of Class I HDACs can attenuate the development of cardiac 
hypertrophy and preserve cardiac function in several small animal mod-
els.81 In addition, HDACIs have been found to be beneficial in preventing 
myocardial infarction, hypertension, atherosclerosis, vascular calcifica-
tion, supraventricular arrhythmia, cardiac remodeling, fibrosis, and neoin-
tima formation.82 The putative mechanisms mediating beneficial effects of 
HDACIs on the heart function include suppression of oxidative stress and 
inflammation, enhancement of cardiac protein aggregate clearance and 
autophagic flux, as well as inhibition of MAP kinase signaling.83 In addi-
tion, since HDACIs were reported to promote β-cell proliferation, differ-
entiation and function, and positively affect late diabetic microvascular 
complications, HDAC inhibition was proposed as a novel treatment strat-
egy for type 2 diabetes.84



Chapter 21528

21.4.3   Neurodegenerative Diseases
Accumulating evidence indicates that histone acetylation plays a crucial role 
in the etiology of neurodegenerative disorders. Several recent studies have 
highlighted the importance of HDACs and modifications of histone acetyla-
tion in Alzheimer’s disease,85 neuronal memory, learning, synaptic plasticity 
and neural regeneration.86 This is not surprising since neurodegenerative 
diseases such as amyotrophic lateral sclerosis, polyglutamine-related dis-
eases, as well as Parkinson's and Alzheimer’s disease are known to be accom-
panied by transcriptional dysfunctions, leading to neuronal death.87

HDACIs show great promise to combat ageing-associated neurodegener-
ative diseases70,88–90 and to ameliorate the symptoms of cognitive decline, 
post-traumatic stress disorder and depression.91 Some studies demonstrate 
that HDACIs may be neuroprotective by regulating memory and synaptic 
dysfunctions in both in vitro and in vivo models of this pathology.85 HDACIs 
were also reported to cause beneficial effects in both in vitro and in vivo mod-
els of Parkinson’s disease. For example, a HDAC1/2 isoform-specific inhibi-
tor, K560, was recently found to protect against pharmacologically induced 
neuronal death and to mitigate experimental Parkinson’s disease in both 
in vitro and in vivo models of this disease.92 Other HDACIs, such as SAHA 
and SB, were shown to improve memory function in the mouse model of 
Alzheimer’s disease.93,94 The potential mechanisms underlying these effects 
include maintenance of histone acetylation homeostasis and transcrip-
tional activation of neuronal survival genes.95 In the last few years, clinical 
trials have been initiated to examine the effectiveness of HDACIs in patients 
with Parkinson’s disease. The loss of functional activity of HATs is likely a 
common mechanism related to the impairment of the chromatin acetyla-
tion status throughout the lifetime of neurons. The therapeutic potential 
of HAT activators in the treatment of neurodegenerative disorders has been 
established in preclinical studies. Substantial neuroprotective properties 
were revealed for one of the HATs termed cAMP response element binding 
protein (CREB)-binding protein (CBP), and also for several other HATs that 
were shown to be essential for processes of neuronal plasticity and memory 
formation.87

21.4.4   Inflammatory Disorders
Non-specific HDACIs also demonstrated anti-inflammatory effects in both in 
vitro and in vivo models.96,97 Recently, evidence was obtained for the role of 
the NF-κB signal transduction pathway in mediating the effects of HDACIs 
on inflammatory responses.98 The important point is that such effects were 
reported at concentrations that were 10–100-fold lower than the concentra-
tions required for the anti-cancer effects of these compounds. Clinical appli-
cation of these substances for treating inflammatory diseases is, however, 
hampered due to their low specificity and a wide variety of HDACs that they 
affect throughout the body.99
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21.5   Conclusion
Environmental, life style and genetic interventions have clearly proven to be 
effective in prolonging life span in experimental animals.100 Modifications in 
the epigenome are currently supposed to largely underlie the life-extending 
interventions.101,102 Epigenetic changes that are associated with senescence 
may be slowed down or even reverted by several life style factors, such as diet 
or exercise. A variety of compounds, both chemical and natural, including 
HDACIs, also demonstrated beneficial effects on aging and longevity pre-
sumably due to the fine-tuning of epigenetic regulation.103 Importantly, very 
accurate and precise fine-tuning is crucial for this purpose since any unbal-
ancing in HDAC activity, similarly to unbalanced consumption of vitamins, 
antioxidants, or hormones, may result in disruption of mechanisms con-
trolling homeostasis. In a living organism, the regulation of transcriptional 
and metabolic networks is a highly coordinated and orchestrated process 
affecting vital complex traits, such as development, reproduction, survival, 
and aging. Epigenetic regulation appears to be one of the central players 
modulating these traits, aging among others.48,104 In this context, nonspe-
cific HDACIs, which may potentially influence the expression of thousands 
of genes, including those that are involved in aging, can prove to be quite 
effective for further anti-aging treatments. For the same reason, the use of 
HDACIs requires caution. A reasonable compromise may be achieved by the 
use of tissue-, stage-, and HDAC-specific inhibitors, and serious efforts are 
currently aimed at finding these HDACIs.105
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22.1  Introduction: The Diverse Aspects of Life 
Extension Promotion as a Part of Health 
Promotion

The  prospect  of  human  life  extension,  understood  either  as  a  substantial 
increase in life expectancy or an increase in the human species-specific life-
span may have a profound and wide ranging impact on science and society. 
The  issues that are  involved may be highly complex and diverse, yet many 
of them may be classified into a limited number of categories. These would 
basically concern: (1) the scientific and technological feasibility of human life 
extension; (2) its individual and social desirability; and (3) normative action-
able suggestions for research and public policy, building on and synthesizing 



Chapter 22538

the first two groups, for the facilitation of potential beneficial scenarios and 
mitigation of negative scenarios related to human life extension.

The first group of questions concerning the feasibility of the accomplish-
ment of  life extension inquires:  is  it even theoretically and technologically 
possible? Is not the human lifespan a strongly genetically and evolutionary 
determined feature and thus any discussions about its possible significant 
modifications  and  improvements  would  be  meaningless  or  even  unsci-
entific?  How  can  a  significant  human  life  extension  be  even  practically 
verifiable,  given  the  large  time  periods  needed  to  test  and  ascertain  truly 
life-extending interventions? Or conversely, is human lifespan modifiable to 
a significant and verifiable degree? If yes, to what degree? What dominant 
research paradigms would be most productive for achieving this goal?1 What 
technological,  empirical  or  experimental  approaches  are  most  promising 
toward promoting human life extension, for example, reductionist vs. holis-
tic,2  invasive vs. minimally-invasive,  therapeutic vs. preventive, etc.?3,4 How 
can these diverse and numerous trends be identified, extrapolated, classified 
and rated? What key factors and analytic tools should be employed? What 
research priorities should be chosen? How will human life extension affect 
the  incidence and severity of aging-related and life course-related diseases 
and disabilities? These questions are vastly complex. The current work cannot  
presume  even  to  begin  to  comprehensively  posit,  let  alone  answer  them. 
Many of those scientific questions have been raised elsewhere. The current 
chapter  will  only  endeavor  to  present  a  brief  overview,  in  the  “Feasibility” 
section.

The  second  group  of  questions  and  challenges  concerns  the  desirability 
of the accomplishment of a significant life extension for the individual and 
for the society, provided it will some day become possible through scientific 
intervention. How will the possibility of a significant human life extension 
affect the current perceptions of life-sustaining treatments?5 Will such treat-
ments still be considered as morally imperative, if they could be applied for 
prolonged periods of time? Will significant life extension lead to individual 
and  social  stagnation  and  perpetuation  of  undesirable  psychological  and 
communal patterns?6,7 Will it lead to insufficient and inequitable distribu-
tion of resources, which can be harmful for social sustainability and stability 
as  a  whole,  even  though  possibly  beneficial  for  some  individuals  or  select 
groups  of  individuals?  Based  on  the  existing  historical  and  demographic 
trends, and plausible extrapolations and forecasts, how empirically grounded 
are the fears of shortage of resources and inequality due to life extension, or 
are they purely theoretical a priori constructs? Are the existing trends likely to 
continue or be amended?8,9 What scenarios related to life extension are more 
likely—the  dystopian  (or  nearly  dystopian)  or  utopian  (or  nearly  utopian)? 
These questions will be the focus of the “Desirability” section.

This  work  will  provide  a  brief  overview  of  the  first  two  groups  of  ques-
tions. Those questions have been relatively widely debated  in  the past. Yet 
the thrust of this work will be mainly on the “normative” group of questions 
and challenges, as probably the most practically significant and urgent for a 
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broad public, academic and political debate. What should we do, given the 
possibility and desirability of a significant human life extension? If human 
life extension is scientifically possible, how can this possibility be realized? If 
it is desirable, how can this desire be fulfilled? Should we patiently wait until 
effective life-extending therapies become conveniently available and afford-
able, or should we actively endeavor to make them available and affordable 
as soon as possible? How? Or conversely, if it is neither possible nor desir-
able, should we abandon or even ban this pursuit?

Generally, this work will support the position that significant human life 
extension  is  in principle possible and desirable,  for  the  individual and for 
the  society.  The  argument  would  be  quite  straightforward.  Indeed,  it  may 
be argued that it is generally desirable and demonstrably possible to live a 
long and healthy life. The real questions arise in the normative and specific 
domain: What actions exactly should be taken to become “healthy, wealthy, 
wise (and long-lived)”? Who should undertake those actions? And who will 
enjoy  the results of  those actions? Could  there be undesirable side effects 
to those actions? In case of a likely negative scenario, what should be done 
to prevent it? In case of a likely positive scenario, how could it be achieved 
sooner and for a greater number of people? In summary, assuming that sig-
nificant human life extension is scientifically possible and socially desirable, 
and that its implications are either demonstrably positive or, in case of a neg-
ative  forecast,  they  may  be  corrected—what  practical  implications  should 
these determinations have for individual actions and public policy in partic-
ular social environments?

The  above  normative  questions  translate  into  specific  and  urgent  ques-
tions and challenges for public health and research policy. Should, for exam-
ple, more funds be dedicated to life extension research? In what way should 
such funds be designated and appropriated? In what ways should healthcare, 
life insurance and pension systems be made ready and abiding for a signif-
icant increase in life expectancy or extended lifespan? What should be the 
role of the pharmaceutical, biotechnological and medical technology indus-
tries? What will be the say of the scientific and humanitarian academic insti-
tutions, public associations, political organizations? Furthermore, given the 
significance of the deteriorative aging process for the development of chronic 
aging-related diseases, should medical research and treatment be reoriented 
to  emphasize  this  significance?10,11  Should  a  greater  emphasis  be  given  to 
basic, empirical, applied, engineering, environmental, or other approaches 
to human life extension? How can we ensure that life extending technologies 
will also be healthspan extending  technologies? What should be  the regu-
latory  frameworks  for  potential  life-extending,  healthspan-extending  and 
anti-aging treatments that would on the one hand prevent the emergence of 
unjustified claims, and on the other provide incentives for rapid and widely 
available  beneficial  therapeutic  developments?  Furthermore,  in  case  tech-
nologies  for  healthy  life  extension  are  developed,  how  can  society  ensure 
their wide and equitable distribution? How could the practically inevitable 
gaps in access to life-extending technologies be bridged, within a particular 
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society or between societies? What social institutions will make these deci-
sions and how will they enact them?

Given the rapid population aging and the increasing incidence and burden 
of aging-related diseases, on the pessimistic side, and the rapid development 
of medical technologies, on the optimistic side, these become critical social 
challenges and vital questions of social responsibility. This work will gener-
ally argue for the urgent adoption of policies designed to promote biomed-
ical research of aging and aging-related diseases to improve the health and 
longevity of the elderly population, including increased funding, incentives 
and institutional support for such research.12 Yet various specific ramifica-
tions, concerns and challenges of such policies will be discussed in greater 
detail in the “Normative action” section.

22.2  Scientific and Technological Implications 
and Challenges: Is Human Life Extension 
Scientifically and Technologically Feasible?

The main question in this discussion can be summarized as follows: Is a sig-
nificant human lifespan extension feasible? Should not we consider it as just 
a “pipe dream,” an instance of “wishful thinking,” a “science fiction” scenario 
or some other form of entertaining but impractical fantasy? An answer to this 
question also  largely determines  the answers  to  the questions of desirabil-
ity and normative action. (After all, why desire or pursue something that is 
impossible?) Yet, theoretical considerations and empirical evidence indicate 
that the prospect is at least in principle feasible. Insofar as life is a material 
and pliable process, it can in principle be manipulated, either in the direction 
of shortening or lengthening. Similarly, the aging process, the main limiting 
factor for the human lifespan, is also material and pliable, and thus can be 
aggravated or ameliorated. Ameliorating  the aging process appears  to be a 
necessary condition for extending human lifespan. As the German hygienist 
Christoph  Wilhelm  Hufeland  (1762–1836)  contended  in  his  book  Macrobi-
otics or the Art of Prolonging Human Life  (1796),  the  art  of  life  prolongation 
mainly consists of avoiding “things that shorten life,” and “endeavoring to 
avoid or remove the causes of disease.”13 The degenerative aging process is 
evidently the main “thing that shortens life” and the main “cause of disease.” 
Thus, logically, we should “endeavor to avoid or remove” it first and foremost. 
There is indeed a growing consensus that degenerative aging is the main risk 
factor or even the main underlying root cause for most age-related diseases, 
such as cancer,  type 2 diabetes, heart disease, neurodegenerative diseases, 
chronic obstructive pulmonary disease, and also a major aggravating factor 
for  communicable  infectious  diseases.  Hence,  in  order  to  truly  effectively 
combat these diseases, to achieve healthy longevity, there is an essential need 
to treat the “root” of the problem, rather than to attempt to treat the various 
“branches” (particular diseases) or “leaves” (symptoms) separately.10–12 (Still, 
the  exact  quantitative  weight  of  aging  as  a  non-specific  risk  factor  or  root 
cause of diseases needs to be elaborated on large sample sizes.14,15)
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Yet, this appreciation of the critical role of aging in pathogenesis, and the 
proactive therapeutic approach to aging that derives from it, seem not yet to 
have become a common knowledge and common practice. Thus, even such 
authoritative  studies  as  the  Global  Burden  of  Disease  (GBD),  even  though 
generally  acknowledging  that  the  incidence  of  chronic  diseases  increases 
with age, do not consider aging as a risk factor,  let alone as a diagnosable 
and treatable medical condition (though these studies include such risk fac-
tors as “injuries by pedal cycle vehicles”).16 Generally, the methodology for 
estimating risk factors appears to be flawed. Thus in the GBD assessments, 
the risk of death from various factors can exceed hundreds of percent (when 
in fact it should be no more than 100%). The inability to quantitatively esti-
mate the weight of aging as a contributing factor to diseases may be a part 
of  the  methodological  challenge.  Yet,  critically,  increasing  the  recognition 
of  degenerative  aging  as  a  source  of  disease  may  be  a  major  societal  and  
perceptual challenge that may be a prerequisite for any significant increase 
in research and development directed toward human life extension.

The fact  that degenerative aging  is not considered by many as problem-
atic will be addressed in greater detail in the following section on the “desir-
ability” of  life extension. Yet,  the unwillingness to perceive  it as a medical 
problem  may  largely  derive  from  the  fact  that  aging  is  often  perceived  as 
unyielding and “natural.” To rephrase the old saying, “when there is no way 
[to ameliorate aging], there is no wish [to treat it].” Are the aging processes 
really modifiable? An answer is made difficult by the fact that there is still 
no commonly accepted clinical definition of aging, or a commonly shared 
theory of aging,17 or commonly accepted criteria to evaluate changes in this 
process  or  the  effectiveness  of  interventions  into  it.18,19  The  World  Health 
Organization  (WHO)  in  its  World Report on Ageing and Health  (October  1, 
2015)20 provides the following definition of aging (the original references are 
included in the quote):

“The changes that constitute and influence ageing are complex.21 At a bio-
logical  level, ageing  is associated with  the gradual accumulation of a wide 
variety of molecular and cellular damage.22,23 Over time, this damage leads 
to  a  gradual  decrease  in  physiological  reserves,  an  increased  risk  of  many 
diseases, and a general decline in the capacity of the individual. Ultimately, it 
will result in death. But these changes are neither linear nor consistent, and 
they are only loosely associated with age in years.”

Furthermore,  according  to  the  WHO’s  report,  “healthy  ageing”  is  deter-
mined by “intrinsic capacity”, which is (somewhat vaguely) defined as “the 
composite of all  the physical and mental capacities that an individual can 
draw on” and that needs to be “improved.” Such general definitions may fit 
a large number of working programs on aging. Yet, there seems to be little 
agreement in selecting the main “culprits of senescence” or evidence-based 
methods of its diagnosis and intervention into it.

The WHO is beginning to recognize the methodological and terminologi-
cal challenge. Thus the WHO’s Global Strategy and Action Plan on Ageing and 
Health (GSAP)—2016–2020  (November  2015)  includes  “Strategic  objective 
5:  Improving  measurement,  monitoring  and  research  on  Healthy  Ageing,” 
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with a clause: “5.1: Agree on ways to measure, analyse, describe and moni-
tor Healthy Ageing.” The WHO desires that a “consensus should be reached 
on common terminology and on which metrics, biological or other markers, 
data  collection  measures  and  reporting  approaches  are  most  appropriate” 
(GSAP, Section 95).24 The WHO even appears  to be beginning  to  recognize 
the modifiable nature of aging, and the need to increase research in the field. 
Thus  according  to  GSAP  (Section  105),  “finally,  better  clinical  research  is 
urgently needed on the etiology of, and treatments for, the key health con-
ditions of older age… This could also be extended to include possible inter-
ventions to modify the underlying physiological and psychological changes 
associated with ageing.” Still, this emerging recognition has not yet reached 
the level of practicable clinical and research guidelines, apparently in a large 
measure due to the deficit of agreement on the main definitions, criteria and 
targets for intervention.

Yet several classification systems have been proposed that prioritize sev-
eral sets of basic aging processes as the main determinants for various sets of 
aging-related diseases. Accordingly, by intervening into these specific basic 
aging processes by specific types of biomedical technologies, it is hoped to 
reduce the general ill health due to aging and enhance the healthy lifespan. 
Crucially, there are already tangible proofs of principle for the possibility of 
intervention  and  modification  of  these  processes,  and  the  corresponding 
modifications  of  the  lifespan.  Several  such  examples  of  the  arrays  of  pre-
sumed major determinants and countermeasures of aging can be cited. For 
example, in the SENS program (Strategies for Engineered Negligible Senes-
cence), the “seven deadly things” with their corresponding countermeasures 
(“the seven vital virtues”?) include:25 (1) Damage from cell loss and tissue atro-
phy. That is hoped to be countered by adding stem cells and tissue engineer-
ing (RepleniSENS). Of course, the effort to replenish aging cells and tissues 
is not a prerogative of the SENS approach. This is in fact the subject of the 
entire field of  “regenerative medicine.”26,27  If perfected,  this could become 
an effective preventative aid for virtually all age-related diseases, and there 
are  already  proofs  of  principles  for  a  variety  of  therapies,  from  diabetes 
(replenishment of beta-cells)28 through neurodegenerative diseases (enhanc-
ing neurogenesis)29 and retinal diseases (retinal cell regeneration)30 to heart 
disease  (cardiomyocytes  replenishment)31  to  infectious diseases  (regenera-
tion of the thymus and replenishment of naïve T cells).32,33 (2) Nuclear (epi-) 
mutations leading to cancer. These should be neutralized by  the removal of 
telomere-lengthening machinery (OncoSENS). This is still a very hypotheti-
cal branch of the SENS program. On the contrary, a large number of studies 
have  worked  on  enhancing  “telomere  lengthening  machinery”  to  improve 
tissue  regeneration,  with  some  promising  results.34,35  (3)  Mutant mitochon-
dria.  These  should  be  backed  up  by  allotopic  expression  of  13  proteins  in 
the  nucleus  (MitoSENS).  There  are  advances  in  this  area  as  well,  together 
with  various  other  means  to  address  aging-related  diseases  of  the  mito-
chondria.36,37 (4) Death-resistant cells. These should be removed by targeted 
ablation (ApoptoSENS). This is also not an exclusive SENS prerogative. The 
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promising work with “senolytics”—or pharmacological substances capable 
of removing senescent cells, thereby reducing cell senescence-related pathol-
ogies—as well as various genetic engineering and immunological means to 
eliminate  senescent  cells,  have  been  advancing.38,39  Analogous  approaches 
have been used against “death resistant” cancer cells.40 (5) Tissue stiffening. 
That is intended to be prevented by compounds breaking Advanced Glycation 
End-products—the  “AGE-breakers”  (GlycoSENS)—and  by  tissue  engineer-
ing. Such means could ameliorate heart disease and other forms of sclero-
sis, and there have been considerable advances  in  the development of  the 
AGE-breakers.41 Though with this approach, as probably with all  the other 
interventions, caution is advised.42 (6) Extracellular aggregates. These are to 
be cleaned up by immunotherapeutic clearance (AmyloSENS). Amyloid clear-
ance technologies have been developing as well,  though their clinical ben-
efits are yet  to be ascertained.43,44  (7)  Intracellular aggregates. These should 
be dissolved by novel lysosomal hydrolases (LysoSENS). Special emphasis in 
current  research  has  been  made  on  stimulation  of  autophagy,  the  mecha-
nism for lysosomal degradation of dysfunctional cellular components.45

In  other  classification  systems,  the  culprits  and  countermeasures  are 
somewhat different, though there are considerable overlaps between the sets 
of basic aging processes and their countermeasures in the different systems. 
For example, at the 2013 US National Institutes of Health (NIH) Geroscience 
Summit, the following seven priority research areas have been identified:46,47 
(1) Adaptation to Stress. In this area, probably the best known “universal anti-
stress” system involves activation of Sirtuin proteins, acting to stabilize the 
DNA  and  improve  energy  metabolism.48,49  (2)  Epigenetics.  Epigenetic  reju-
venation,  for  example  using  demethylating  agents,  small  interfering  RNAs 
or micronutrients, either  for  the entire organism or  for  individual  tissues, 
has  also  been  a  burgeoning  field.50,51  (3)  Inflammation.  Anti-inflammatory 
medications have been widely tested to diminish aging-related degenerative 
pathologies, such as neurodegenerative pathologies, and to extend lifespan 
in animal models.52 But pro-inflammatory effects have also been shown to 
be important for tissue regeneration.53 (4) Macromolecular Damage. This may 
include AGE-breaking means mentioned above.41 This may also refer to var-
ious DNA repair enhancing means, with potential beneficial effects ranging 
from neurodegenerative diseases  to cancer.54  (5) Metabolism. This  is a very 
broad  area.  With  specific  reference  to  energy  metabolism,  diverse  means 
to improve mitochondrial function and cellular respiration are being devel-
oped,  from  pharmacological55,56  through  genetic  engineering37  to  physical 
means.57 Some of the aging-related molecular signaling pathways have been 
under special scrutiny, especially those modifiable by drugs, proving the pos-
sibility of pharmacological intervention into the aging process. Some of the 
“star” metabolic pathways have involved the mTOR enzyme (the Mechanistic 
Target of Rapamycin, modified by  the drug Rapamycin)58 and IGF-1  (Insu-
lin  Growth  Factor  1,  presumably  modifiable  by  the  drug  metformin).59  (6)  
Proteostasis or maintaining protein homeostasis mainly involves pharmaco-
logical and enzymatic means to maintain protein stability as well as a means 
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to remove protein aggregates “clogging” cell machinery.60 (7) Stem cells/regen-
eration is also present in this classification system, as likely a necessary com-
ponent in any system endeavoring to address degenerative aging processes 
and a host of accompanying diseases.61,62

There are several other examples of similar classification approaches, pri-
oritizing research of major sets of aging processes. Thus, another authorita-
tive classification system enumerates nine tentative hallmarks that represent 
common  denominators  of  aging  in  different  organisms,  with  a  special 
emphasis  on  mammalian  aging.63  These  hallmarks  include:  (1)  genomic 
instability, (2) telomere attrition, (3) epigenetic alterations, (4) loss of proteo-
stasis,  (5)  deregulated  nutrient  sensing,  (6)  mitochondrial  dysfunction,  (7) 
cellular senescence, (8) stem cell exhaustion, (9) altered intercellular commu-
nication. Some further classification sets could be added, such as substance 
balances of various kinds, including nutrient, microelement, redox and pH 
balances, involving the phenomena of over-mineralization or demineraliza-
tion,  the  effects  of  various  dietary  restrictions,  rest  and  activity  regimens, 
and more.64,65 Furthermore, the anti-aging and life-extending processes and 
interventions do not necessarily need to be chemical or biological, but can 
also be physical, in particular as relates to various resuscitation technologies 
as applied to the elderly, such as hypothermia and suspended animation,66 
oxygenation,67 electromagnetic stimulation.68 But  the general concept pre-
vails, namely, that degenerative aging is determined by a limited and defin-
able number of basic processes, mainly at the molecular and cellular level, 
and these processes may be treated, with an accumulating body of evidence 
proving this principle.69

Such  classification  systems  tend  to  focus  on  the  cellular  and  molecular 
levels,  with  relatively  little  attention  paid  to  the  systemic  regulatory  level 
of  aging.  Addressing  the  regulatory  mechanisms  may  perhaps  be  the  next 
challenge of life extension research and development.15,70 That is to say, hav-
ing created the necessary technological tools to tackle the basic molecular 
and cellular mechanisms of aging, it may then become necessary to learn to 
coordinate, dose and calibrate the use of those tools for the entire organism. 
Despite the challenges, the examples above showcase some of the existing 
proofs  of  practical  technological  feasibility  of  intervention  into  aging  pro-
cesses and lifespan modification. The primary kinds of evidence and sources 
of hope are: the successful cases of life extension experimentally achieved in 
animal models and the development of new intervention techniques, based 
on the ever better elucidation of the mechanisms of aging.

But  there  are  more  sources  of  hope,  as  well  as  potential  scientific  chal-
lenges. On the basic  theoretical  level,  there  is no  law  in nature  that sets a 
strict insurmountable limit to the lifespan of any organism. This is demon-
strated by the existence of non-aging and slowly aging life-forms and the con-
stant evolutionary adaptations of  the  lifespan even for humans, according 
to particular changing environmental and genetic conditions.71,72 Still,  the 
practical  applicability  of  those  demonstrations  is  limited.  Another  source 
of hope is the persistent increase in life expectancy around the world, with 
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the current increases in the “developing world” being much faster and larger 
than in the “developed world.”73 An ever increasing proportion of the life-ex-
pectancy  rise  is  attributable  to  advances  of  biomedical  technology,  rather 
than mere hygiene.74 Still, closing the gaps in life expectancy and in access 
to medical  technologies, within particular societies and between societies, 
remains a grand challenge.

The  very  rapid  development  of  biomedical  technologies  in  itself  consti-
tutes probably the strongest source of hope mingled with concerns (mainly 
the  concerns  over  safety,  efficacy  and  availability).  Consider  the  amount 
of progress made,  for example, since  the positing of  the cellular  theory of 
immunity by the founder of gerontology Elie Metchnikoff in 1882 until the 
beginning of the synthesis of the first prototypes of artificial immune cells 
recently.75 Aging and longevity research has always been an integral part of 
this progress and, moreover, several important biomedical technologies and 
therapies,  such  as  probiotic  diets,  hormone  replacement  therapy  and  cell 
therapy, were born out of aging and longevity research.76 In fact, the recent 
progress  in  biomedical  technology  has  been  so  vast  and  rapid  that  some 
authors spoke of “exponential acceleration” of technological development, 
due to technologies’ convergence and cross-fertilization, improved commu-
nication and computational capabilities.77 Yet, even with less optimistic and 
uncertain  forecasts,  assuming  the  speed  of  technological  development  to 
continue at least as fast as it was for the past century and a half, and at least 
for a comparable time in the future—we may expect dramatic improvements 
in  biomedical  technological  capabilities  and  their  distribution.  Of  course, 
reaching truly effective, safe and widely available anti-aging and life-extend-
ing  capabilities,  may  still  be  a  long  way  off.  Their  actual  achievement,  as 
well as their safety, efficacy and affordability, especially at the initial stages 
of  application,  may  remain  some  of  the  main  potential  challenges.  Still, 
the principal feasibility of a significant human life expectancy and lifespan 
extension by scientific and technological means appears to be evident. But 
do we want this extension, if it were possible? What would we use it for and 
who  would  use  it?  The  scientific  and  technological  feasibility  assessment 
opens the door for the ethical desirability assessment.

22.3  Implications and Challenges for the Individual 
and the Society: Is Life Extension a Desirable 
Goal?

The question of ethical desirability essentially boils down to the question: Is 
healthy life extension a good thing? The question may seem rhetorical, and 
an answer to it obvious. Yet, quite surprisingly (at least for the proponents 
of healthy longevity), for decades and centuries, strong opposition has been 
expressed to the very idea of increasing longevity. The opposition has been 
frequent among philosophers, and even among physicians and researchers of 
aging. There has been a strong tendency among well-established physicians 
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and scholars to consider aging as inexorable and therefore “normal,” and to 
see the lifespan as fixed and immutable. Accordingly, any attempts to “med-
dle” with  the aging process or  to extend the  lifespan would be considered 
foolish, futile and even somehow unethical.

For  example,  the  British  philosopher  Thomas  Robert  Malthus  (1766–
1834), in An Essay on the Principle of Population (1798), expounded on the “fal-
lacy”  of  the  “conjecture  concerning  the  organic  perfectibility  of  man,  and 
the  indefinite prolongation of human  life”  (1798) and presumed “the very 
great  additional  weight  that  an  increase  in  the  duration  of  life  would  give 
to the argument of population [burden].”78 In nineteenth century Germany, 
the  “pessimistic  philosophies”  of  Arthur  Schopenhauer  (The World as Will 
and Idea, 1844), Eduard Hartmann (The Philosophy of the Unconscious, 1870) 
and Philipp Mainländer (The Philosophy of Redemption, 1872) propounded on 
the saturation with life and called to abandon the pursuit of life prolonga-
tion. Quite coherently with the pessimistic philosophy, Mainländer commit-
ted suicide at the age of 34 (1841–1876).1 In 1905, the renowned Canadian 
physician William Osler (1849–1919) spoke of the “uselessness of men above 
sixty years of age.”79 In a more recent period, the resistant attitude is exempli-
fied, among many others, by the works of Morris Fishbein (1889–1976), the 
editor of the Journal of the American Medical Association (from 1924 to 1950) 
and a sworn enemy of all “quackery.” In his books The Medical Follies (1925) 
and The New Medical Follies (1927), he encapsulated the therapeutic fashions 
in America at the beginning of the twentieth century, which were presented 
as quack or foolish. “Rejuvenation” or attempts to intervene into the aging 
processes were included among such follies. Fishbein believed aging to be 
utterly  immutable:  “the  tissues  of  the  senile  can  no  more  be  rejuvenated 
than can the elasticity of a worn-out pair of suspenders.” According to the 
unyielding nature of aging, he claimed, people “may now confidently  look 
forward under all ordinary circumstances to reaching the age of fifty to fif-
ty-five years”80 and “there has been, however, but little average prolongation 
of life beyond the age of seventy, and there is not the slightest scientific rea-
son to believe that there ever will be.”81 The British philosopher and math-
ematician Bertrand Russell (1872–1970) in “The Menace of Old Age” (1931) 
was greatly worried by the prospect that “every increase in medical skill  is 
bound to make the world more and more conservative.” Hence, he proposed 
“to prevent all researches calculated to prolong the life of the very old.”82 And 
moreover, in “How to grow old” (1944), he maintained that “in an old man…
the fear of death is somewhat abject and ignoble.”83

Later on, Norbert Wiener (1894–1964), the author of the theory of cyber-
netic regulation in living organisms and machines, was deeply concerned by 
the potential consequences of life extension: “Consoling as the suggestion 
may seem at first sight, it is in reality very terrifying, and above all for the doc-
tors. For if one thing is clear, it is that humanity as such could not long sur-
vive the indefinite prolongation of all lives which come into being” (1964).84 
Further,  the  Australian  immunologist,  the  Nobel  Laureate  in  medicine  of 
1960 and the author of the “intrinsic mutagenesis” theory of aging (1974), 



547Human Life Extension: Opportunities, Challenges, and Implications

Frank  Macfarlane  Burnet  (1899–1985)  “doubt[ed]  very  much  whether  any-
thing worthwhile would be gained by extending the human life span beyond 
its present bracket of 70 to 100 years—and that if we wanted this extension of 
life, I am deeply sceptical about our chance of ever achieving it” and further-
more, “death in the old should be accepted as something always inevitable 
and sometimes as positively desirable” (1974).85 Leonard Hayflick (b. 1928), 
the author of the “cell division limit” theory of aging, claimed that “no inter-
vention will slow, stop, or reverse the aging process in humans” (2004).86 And 
even if it were somehow possible, “the problems created by having the power 
to arrest or even slow the aging process could be enormous and damaging to 
both the individual and society in general” (1994).87 In 2001, the US Presiden-
tial advisor on bioethics Leon Kass stated that “the finitude of human life is 
a blessing for every human individual, whether he knows it or not.”88 Quite 
recently, in 2014, the oncologist and White House advisor for health policy 
Ezekiel Emanuel expressed the “hope to die at 75” and argued that “society 
and  families—and you—will be better off  if nature  takes  its course swiftly 
and promptly.”89 The list can continue. (For a more extensive overview, see 
Ilia Stambler, A History of Life Extensionism in the Twentieth Century, 2014.1) Of 
course, it is necessary to note that the pursuit of life extension has also been 
a persistent and highly respectable medical tradition, upheld, among others, 
by a founder of modern hygiene—Christoph Wilhelm Hufeland (1762–1836), 
the founder of therapeutic endocrinology—Charles-Édouard Brown-Séquard 
(1817–1894), the founder of geriatrics—Ignatz Leo Nascher (1863–1944), the 
founder of gerontology—Elie Metchnikoff  (1845–1916) and many more.1,90 
Still, the stream opposed to the possibility and desirability of life extension 
has been strong and influential.

Often the opposing arguments distort the terms, arguing against “immor-
tality” or “indefinite  life extension” as a way to  imply the undesirability of 
any significant lifespan or even healthspan extension, or the futility of the 
development of medical technologies for lifespan and healthspan extension.  
Usually, the arguments against extending longevity are quite standard. Here 
the word “often” may refer to virtually all the works cited above and many 
others. These arguments are also refutable in standard ways, as has been dis-
cussed in the relevant ethical literature.5,6,91–93 Some of these “golden stan-
dards”  are  presented  below,  in  the  form  of  “Frequently  Asked  Questions” 
(FAQ).  Indeed,  almost  any  person,  anywhere  in  the  world,  reflecting  for  a 
short time on the possibilities of human life extension, comes up with most 
of these concerns, and if reflecting or debating a little longer arrives at most 
of  the  refutations.  The  questions  and  answers  below  may  provide  a  short 
summary of such debates.

Many  people  worry  that  extending  longevity  would  prolong  human  suf-
fering,  tantamount  to  implying  that  death  is  a  solution  to  suffering.  For 
the  proponents  of  healthy  life  extension,  death  can  never  be  perceived  as 
a solution to any inconvenience. Suffering is not inevitable. Human beings 
have the ability to actively influence their fate and alleviate their hardships. 
And essentially, the desire to extend life does not imply a desire to prolong 
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anguish and disease, but a desire to prolong health and well being (increas-
ing the healthspan).

It is often implied that extending longevity would lead to extending bore-
dom. Proponents of life extension argue to the opposite. For them, extended 
life also implies extended ability to learn and change. The sense of boredom 
does not necessarily depend on the period, and often comes and goes peri-
odically.  And  generally,  the  feeling  of  boredom  does  not  seem  a  sufficient 
reason to abandon the pursuit of  life. And if  it  is  (for some people)—their 
choices are in their hands, and should not diminish the choices and chances 
of others.

Some people ponder whether extending longevity would make human life 
meaningless, tantamount to saying that death gives meaning to human life. 
Life-extensionists  counter  that  life  may  carry  a  meaning  of  its  own,  inde-
pendent of death. It is difficult or even impossible to place a temporal limit 
on the meaning,  love and enjoyment of  life. Human beings are entitled to 
choose a prolonged existence, and that choice and pursuit alone may give 
their life meaning.

A persistent warning is that increasing longevity would stop progress and 
make individuals and societies stagnant. Yet, the opposite seems to be more 
likely,  as  the  potential  for  learning  will  be  increased  by  longer  life-spans. 
Such a prolonged “cultural adaptation” may be sufficient and necessary for 
the survival of the society. Moreover, rationally controlled development and 
care for the survival of the weak may be more advantageous for progress than 
blind and cruel Darwinian selection.

Often it is assumed and stated that aging and death from aging are natu-
ral and inevitable phenomena. Contingently, their acceptance as natural and 
inevitable gives comfort in facing them. For the believers in life extension by 
scientific means, these assumptions make little sense. Concerning the inex-
orable “natural” limit to the human life, however comforting a reconciliation 
with death may be, it should not replace an active quest for life preservation. 
And more importantly, almost never a particular cause of death is completely 
“inevitable” but is always due to some identifiable material agent, and thus 
potentially a subject to prevention or amelioration. There is no limit “set in 
stone” to either the lifespan or the healthspan.

The acceptance of the “naturalness” and inevitability of degenerative aging 
and of the shortness of the lifespan due to it, has been so engrained that it 
has become a part of the individual and collective identity. What would then 
happen to our individual and collective identities in case of extending lives, 
either substantially or radically? Would we still be “us”? Furthermore, would 
the incessant transformations of the body and mind during prolonged exis-
tence even permit us to speak of a preservation of identity? A possible answer 
is that, during a prolonged life history, there may be a continuity of human 
existence. Or else, some “core” personal and communal patterns may be pre-
served, while various extensions and additions to them may develop in time.1,94

Perhaps the most frequent type of worry relates to the future availability 
of resources due to  life extension. The common assumption is  that “there 
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will never be enough for everybody.” This assumption has taken the form of 
two major related concerns: “longevity will only be available for the rich” and 
“overpopulation  will  happen  due  to  extending  longevity.”  Referring  to  the 
availability of resources, a very strong and persistent apprehension has been 
about the potentially unequal and selective access to life-extending technol-
ogies. Of all the possible concerns and challenges of human life extension, 
this  is  probably  one  of  the  most  likely  and  disturbing,  seeing  the  present 
inequalities in the access to health care.95 Would then the extension of life 
only be made accessible for the rich and powerful? Would such preferential 
access for select groups be justifiable, continuous or inevitable? Would not 
such a fundamental disparity in the ability to survive threaten the very fab-
ric of social coherence that would be fraught with constant resentment and 
strife? It has been asserted that the inability to provide a good to all people 
should not prevent providing  it  to some people.6 Yet, such assertions may 
offer little consolation to people doomed to an early death by their social sta-
tus. The inequality of access to medical means and technologies, and hence 
the  unequal  opportunity  for  lifespan  and  healthspan  extension,  appears 
to be a real danger. This danger is already here, manifesting in the present 
unequal access to health care, and is not necessarily reserved to future tech-
nologies. This danger needs to be recognized and a wide and equitable shar-
ing of medical technologies, both the present and emerging ones, needs to 
become a primary social objective.

When  addressing  this  concern,  the  upper  class  life-extensionists  often 
reassure that the life-extending treatments will eventually be made cheaper 
as the technologies develop, and they will “trickle down” to the poor from 
the rich. Moreover, the rich may allow such treatments to the poor as they 
are interested in maintaining an “active and healthy workforce.” Hence, in 
this type of social agreement, for the poor, a chance to obtain the treatments 
may only be contingent on their utility as “workforce,” and if they have no 
such utility  (for example,  if  the labor needs are already fulfilled, also from 
robotics),  there are absolutely no  incentives and no obligations  to provide 
them with the life-extending treatments. Hence, at least for the initial stages 
of therapy development, the following options may be available for people of 
lesser means: (1) Wait patiently until the therapies “become cheaper” and/or 
“trickle down” from the rich; (2) fight for the right for access (perhaps also 
violently); or (3) advocate for universal public research, development and dis-
tribution programs for life-extending therapies, which will also give the pub-
lic strong entitlement to such therapies. The third option appears preferable. 
Yet, in any case, the inequality of access does not seem to be a reason to hin-
der the emergence of new medical technologies, but only to intensify their 
development.  The  sooner  they  emerge,  the  faster  they  will  likely  become 
available for the people, hopefully for all.

An  additional  fear  related  to  the  availability  of  resources  is  that  rising 
longevity would lead to a shortage of resources for the global population as 
a  whole  due  to  its  unsustainable  increase  (also  commonly  known  as  “the 
problem  of  overpopulation  due  to  life  extension”).  Yet,  it  must  be  argued 
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that  the  term  “overpopulation”  does  not  simply  relate  to  the  number  of 
people  on  a  certain  territory.  Rather,  it  indicates  the  degree  of  availability 
of resources, especially food, for people at that territory. And, based on the 
available evidence and trends of development, scarcity of resources should 
not be anticipated as a  result of  increasing  longevity.  It was already calcu-
lated in the 1960s by the Agricultural Economics Research Institute, Oxford, 
that the agricultural productivity, even at that time, would be more than suf-
ficient to feed 45 billion people. Since that time, agricultural capabilities in 
developed countries have increased dramatically, way ahead of increases in 
life expectancy or population.96,97 The technological capabilities are here to 
feed the world. Then, why are there still famines? It often happens because 
of mismanagement or because the right technologies are not applied.98 But 
technologies  generally,  or  life-extending  technologies  in  particular,  should 
not  be  considered  a  cause  of  overpopulation  or  shortage  of  resources.  On 
the contrary,  in wealthy, technologically advanced countries, with high life 
expectancy,  there  are  hardly  any  signs  of  “overpopulation”  or  shortage  of 
resources.  “Overpopulation”  is  often  the  problem  of  poorer,  “developing” 
countries that overcompensate for high mortality (low life expectancy) with 
high birth rates, and that have limited access to medical and technological 
means to provide for the population increase. Hence, also in those countries, 
the way to combat overpopulation may be by increasing life expectancy, and 
the concomitant quality of life, medical and technological capabilities, not 
by decreasing them. Indeed, longevity (life expectancy) is an indispensable 
part of the Human Development Index (HDI), and it correlates with and syn-
ergistically reinforces the HDI’s other parts, such as education and income 
per capita.9 One may argue that even at diminishing resources, the prolon-
gation  of  human  life  may  be  valuable  and  desirable.  Yet,  the  most  likely 
concomitant of extended longevity is rather abundance and not scarcity, as 
the same types of technologies that improve agricultural, technological and 
medical capabilities, are also  instrumental  for  increasing  the  lifespan and 
healthspan.

And yet another very commonly perceived challenge is whether increasing 
life quantity would mean decreasing life quality for the population? In other 
words,  wouldn’t  we  have  “too  many  old  sick  people”?  Here  too  it  may  be 
argued that the perception of a human life as a “liability” to the person or to 
the society is questionable, and the preservation of life may be desirable even 
at some loss of life quality. Yet, it must be emphasized that the improvement 
in life quantify is often (though not always) inseparable from the improve-
ment  in  life  quality.  A  robust  organism  (similar  to  a  robust  machine)  can 
operate efficiently and for longer periods of time. The same measures that 
enhance health, also enhance longevity. A good example is centenarians, who 
enjoy both exceptional longevity as well as quality of life, and preserved men-
tal and physical ability, almost to the end of their lives.99,100 Still, there is an 
evidently  increasing  incidence of aging-related diseases,  following  increas-
ing life expectancy (partly because of not treating the underlying root causes 
of aging-related diseases). Yet,  this  increasing  incidence  is not a  reason to 
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stop biomedical research and development, especially for the amelioration 
of aging-related degeneration—the main cause of disease and disability  in 
the aged—but to intensify this research and development. The advancement 
of this research and development is perhaps the only practical means to alle-
viate aging-related suffering and improve healthy and productive  longevity 
for the elderly population. Some examples and grounds for the feasibility of 
success of this mission are discussed in the previous section. In summary, it 
is the extension of the human healthspan (healthy and productive lifespan) 
and not just of the lifespan that is pursued in the research and development 
of new medical means and technologies.

Responsible and active research and development will also help address 
another frequent and rather  legitimate worry that the emerging anti-aging 
and  life-extending  therapies  may  not  be  as  effective  as  anticipated  or  that 
they may be even unsafe, at least at their initial stages of development and 
application. The efficacy and safety of any new medical treatment are essen-
tial  scientific and public concerns and  they need  to be addressed  through 
rigorous study,  through  the development of and adherence  to strict  scien-
tific criteria for efficacy and safety. Compliant with such criteria, new anti- 
aging  and  life-extending  therapies  may  be  highly  desirable  and  beneficial 
commodities.

22.4  Normative Action: What Should We Do?
Given the feasibility and desirability, we enter the realm of normative sugges-
tions and actions. What is it exactly that we need to do to achieve something 
that we desire and may have a chance to achieve, if not for ourselves then for 
our loved ones? What should we do to facilitate the emergence and availabil-
ity of life-extending therapies? These are critical questions of public policy, 
in particular healthcare and research policy, and they need to be raised in 
the public arena. But these are also questions of personal choice and action. 
From  independent  individual  actions,  the  movement  for  healthy  longev-
ity may grow, eventually allowing  it a more visible place  in  the public pol-
icy debate. Some of the individual actions may include increasing personal 
knowledge  on  longevity  science  by  various  access  means.  Such  increased 
interest and knowledge, when combined, may raise the demand for thera-
pies that may in turn improve the offer. There are now extensive possibilities 
to join others with a similar interest, ranging from discussions with friends, 
to more formal live and online study groups, to joining networks and public 
associations of supporters of longevity science. There are now also expand-
ing  possibilities  to  participate,  volunteer  and  assist  in  research,  donate  to 
or  join  academic  and  public  organizations  involved  in  longevity  research 
and advocacy, including possibilities of “crowd-sourcing” and “crowd-fund-
ing.” Through such networks and organizations, the individual may assist in 
healthy longevity promotion, as well as help advance legislation and public 
policies and programs supportive of longevity research. Perhaps most impor-
tantly, anyone could endeavor to practice a healthy, life-prolonging life-style, 
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to improve one’s chances to benefit from effective, safe and accessible life- 
extending technologies whenever they may arrive. These may be some of the 
actions  that  could  be  undertaken  by  individuals,  essentially  independent 
from any state or political structures.

Yet, obviously, specific regulatory, organizational and policy  frameworks 
will be indispensable for any effort to achieve healthy life extension for the 
population. It may yet be too early to provide any specific regulatory and pol-
icy recommendations toward this achievement. To provide more thorough 
recommendations, the issue still needs to be raised more strongly in public, 
academic and political discourse. Yet, some preliminary recommendations 
may be offered. These may include increased funding, incentives and insti-
tutional support for research and development specifically directed toward 
alleviation of the aging process and for healthy life extension. Some prelim-
inary recommendations are given in the position paper of the International 
Society  on  Aging  and  Disease  (ISOAD),  entitled  “The  Critical  Need  to  Pro-
mote Research of Aging and Aging-related Diseases to Improve Health and 
Longevity  of  the  Elderly  Population.”12  Below  some  of  the  suggestions  of 
that position paper are briefly discussed, with specific reference to funding, 
incentives and institutional support.

22.4.1  Funding
First of all,  it will be necessary to ensure a significant increase of govern-
mental and non-governmental funding for fundamental and goal-directed 
(translational) research in preventing the degenerative aging processes, and 
the  associated  chronic  non-communicable  diseases  and  disabilities,  with 
the explicit purpose of extending healthy and productive  life. The  impor-
tance  of  increasing  funding  for  biomedical  research  to  increase  its  yield 
should  be  obvious.  Yet,  it  is  often  tacitly  implied,  often  by  the  lay  public 
and policy makers, that fundamental and translational biological research 
of  aging  is  somehow  wasteful  or  inherently  dangerous,  or  that  the  scien-
tists already have “more than enough” and should not ask for more, or that 
the  research  money  should  be  better  spent  on  causes  other  than  “aging- 
related” ill health (as if there are such “aging-unrelated” causes). An exam-
ple of this attitude is no less than the UN “Sustainable Development Goals 
(SDG)—until 2030” adopted in September 2015.101 The Sustainable Devel-
opment Goal—SDG 3 “Ensure healthy lives and promote well-being for all 
at  all  ages”  mandates:  “By  2030,  reduce  by  one  third  premature  mortality 
from non-communicable diseases through prevention and treatment” (3.4., 
emphasis added) thus implying that “mature” mortality is somehow accept-
able.  This  clause  omits  or  does  not  explicitly  mention  the  aged  and  the 
debilitating processes of aging underlying the non-communicable diseases 
(the  formulation  “for  all  ages”  itself  makes  the  problem  of  aging  incon-
spicuous,  not  prioritized).  Though,  arguably,  it  is  only  by  prevention  and 
treatment of the underlying deteriorative aging processes that the goal of a 
significant reduction of mortality from non-communicable diseases could 
ever be achieved. This clause also implies the need to establish criteria for 
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the  distinction  between  “mature”  and  “premature”  mortality,  which  are 
currently absent. Moreover, the SDG3 Clause 3.b mandates that the global 
community should “Support the research and development of vaccines and 
medicines  for  the  communicable  and  non-communicable  diseases  that 
primarily  affect  developing  countries,  provide  access  to  affordable  essen-
tial medicines and vaccines.” Apparently this undervalues the support for 
research  of  aging-related  diseases  that  presumably  primarily  affect  the 
“developed” (also known as “high income”) countries, thus implying both 
that the aging plagues of the developed countries are not a research priority 
and that those plagues are  irrelevant for the “developing” (“low income”) 
countries,  which  is  far  from  being  the  case.  As  a  result  of  such  a  dismis-
sive  attitude,  biomedical  research  of  aging  is  seldom  even  considered  as 
a  budget  item,  either  at  the  international,  national  or  institutional  level. 
Indicatively,  as  of  2016,  the  entire  proposed  budget  for  the  World  Health 
Organization’s “Ageing and Health” program was $13.5M, out of the about 
$4.4  billion  total  WHO  budget  (0.3%).102  This  attitude  should  change  if 
the scientific research of aging is to advance and produce positive results. 
Increasing research funding should become an explicit and emphatic point 
of advocacy.

Specifically,  enhanced  funding  may  require  the  dedication  of  a  defined 
percentage of budget within relevant ministries, such as ministries of health 
and/or science, particularly  in the divisions involved in research and treat-
ment of non-communicable chronic diseases. There could also be a special 
legislation that would mandate a specific percentage of the profits of com-
mercial pharmaceutical, biotechnology and medical technology companies 
to  such  research  and  development.  The  main  purpose  of  such  allocations 
within  relevant  ministries,  governmental  and  non-governmental  bodies 
would be to establish relevant research grant programs on a competitive as 
well as goal-directed basis. It may also be advisable to mandate incremental 
or  factorial  increases  of  such  funding  (say  doubling  every  2  or  5  years,  or 
negotiating increases at defined periods of time). Such mandated long-term 
increases would, first of all, require the knowledge or establishment of the 
baseline for such funding (such a baseline is often absent), and secondly it 
would posit the commitment to continued investments in this research and 
development.

In practical terms, such increases in funding would necessitate painstak-
ing work of research advocates with the relevant decision makers and stake-
holders, also engaging the support of the broader community. The advocates 
would  need  to  determine  the  agencies  from  which  funding  could  be  allo-
cated to aging research, find out the possible procedural means to achieve 
these allocations, and establish contacts to negotiate and eventually achieve 
them. Presently, most aging research institutions are hardly in the position 
to hire professional lobbyists or materially support advocacy and public edu-
cation organizations. The scientists are often simply not aware or dismissive 
of the benefits of targeted advocacy, and if they are aware of those benefits, 
they seldom have the time or resources to dedicate to advocacy or public edu-
cation. But somebody has to do this work.
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22.4.2  Incentives
Part  of  the  promotion  of  life  extension  research  could  be  accomplished 
not merely by increasing the amounts of financial investments put into the 
research,  but  by  optimally  effective  management  of  the  financial  invest-
ments, combining financial and non-financial rewards for the advancement 
of the field. This optimization would necessitate the developing and adopt-
ing of legal and regulatory frameworks that give incentives for the relevant 
goal-directed biomedical research and development. Such incentives should 
accelerate the development, registration, administration and accessibility of 
drugs, medical technologies and other therapies that will effectively and evi-
dentially ameliorate the aging processes and associated diseases and extend 
healthy life.

One  of  the  primary  specific  requirements  for  developing  the  incentives 
would be  to establish the criteria  for  the efficacy and safety of geroprotec-
tive  (anti-aging)  therapies.  Such  commonly  agreed  criteria  are  presently 
lacking.  Yet,  they  appear  to  be  absolutely  necessary  in  order  to  set  up  the 
goals and define the merits  that are  to be rewarded or  incentivized. There 
has  recently  been  an  intensifying  discussion  among  longevity  researchers 
and  advocates  about  the  need  to  recognize  the degenerative aging process 
as a treatable medical condition,  which  would  include  the  systemic  aging- 
related  factors  that contribute  to diseases and frailty.103,104 Such recognition 
may accelerate research, development and distribution of therapies in sev-
eral aspects: (1) the general public would be encouraged to actively demand 
and intelligently apply aging-ameliorating therapies; (2) the pharmaceutical 
and  medical  technology  industries  would  be  incentivized  to  develop  and 
bring effective aging-ameliorating therapies and technologies to the market; 
(3) health insurance, life insurance and healthcare systems would obtain a 
new area for reimbursement, which may induce them and their subjects to 
promote healthy  longevity; and (4)  regulators and policy makers would be 
moved  to  increase  investments  of  public  funds  into  healthy  life  extension 
research and development. Yet, it appears that the primary necessary condi-
tion for the degenerative aging process to be recognized as a diagnosable and 
treatable medical condition and therefore an indication for research, devel-
opment and treatment, is to develop evidence-based diagnostic criteria and 
definitions for degenerative aging and for the efficacy and safety of potential 
means against it. Without such scientifically grounded and clinically appli-
cable criteria, the discussions about “ameliorating” or even “curing” degen-
erative aging will be mere slogans.

Such criteria are explicitly requested by major regulatory bodies. Thus, the 
WHO International Classification of Diseases (ICD-10) currently does include 
a category on “senility,” synonymous with “old age” and “senescence” (carry-
ing the code R54), but there are not yet any general symptoms, clinical defi-
nitions or test cases of this condition.105 Furthermore, WHO’s Global Strategy 
and Action Plan on Ageing and Health (GSAP)—2016–2020  (November  2015) 
includes  “Strategic  objective  5:  Improving  measurement,  monitoring  and 
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research on Healthy Ageing,” with a clause “5.1: Agree on ways to measure, 
analyse,  describe  and  monitor  Healthy  Ageing”  (Section  95),  which  recog-
nizes the need for such agreed measures.24 Furthermore, major regulatory 
authorities,  such  as  the  US  Food  and  Drug  Administration  (FDA)  and  the 
EU  European  Medicines  Agency  (EMA)  have  struggled  for  the  inclusion  of 
elderly subjects in all clinical trials and are beginning to search for a clini-
cally applicable definition of the aging process. Thus, the EMA has been con-
tinuously searching for a consensus definition of age-related “frailty” and for 
criteria for effective and safe interventions against frailty, as well as for the 
accurate general assessment of the medication needs of older persons.106,107 
The direction at the US FDA appears to be similar. Here too the need for the 
inclusion of older subjects in all clinical trials and the necessity for devising 
specific criteria  for  their diagnostic and  therapeutic assessment are  recog-
nized.108 Yet, apparently, these needs have not yet been addressed satisfacto-
rily. There is still no mandatory inclusion of elderly subjects in clinical trials, 
and no agreed criteria for their diagnostic and therapeutic evaluation, either 
in the EU or the US.

Nonetheless, a major advance recently occurred with the FDA. In Novem-
ber  2015,  the  FDA  approved  the  “TAME”  study—“Targeting  Aging  with 
Metformin,”  testing  the  ability  of  metformin  (a  well  known  anti-diabetic 
medication)  to  reduce  or  postpone  multiple  age-related  diseases  and  
dysfunctions.109 Apparently this is the first time that a regulatory agency has 
approved  a  trial  to  intervene  into  the  basic  aging  process  (predominantly  
glycation) with the aim of reducing aging-related multimorbidity. Yet,  it must 
be  emphasized  that  the  study  does  not  test  the  effects  on  “aging”  as  such 
(for which  there  is presently no agreed  formal or clinical definition or cri-
teria), but on various age-related diseases  and dysfunctions  (which  can  be 
diagnosed in the clinic and which together are named “multimorbidity” or 
“comorbidity”).  Yet,  essentially,  there  is  no  agreed  formal  or  clinical  defi-
nition and criteria  for multimorbidity either. There  is still  the need for an 
agreed  and  rigorous  methodology  to  evaluate  either  aging  itself  or  age- 
related multimorbidity or frailty as treatable medical conditions, within the 
EMA, FDA and other regulatory agencies. The achievement of such criteria, 
or at least a massive consultation process for their development, appear to 
be major policy requirements for the progress of life extension science.15,110

Integrally related to the issue of devising diagnostic criteria for degener-
ative  aging  and  for  the  efficacy  and  safety  of  anti-aging  and  life-extending 
interventions is the facilitation of in silico and animal testing. While in silico 
testing  is not commonly practiced  in biogerontology, animal  testing often 
faces severe public perception and regulatory hurdles, and not just in rela-
tion to anti-aging testing. There is also a need to provide guidelines for the 
ethical safety-enhanced human testing of anti-aging and life-extending ther-
apies, which are currently rather absent. A special regulatory status may be 
sought  for  anti-aging  and  lifespan-extending  therapies,  which  is  currently 
also  absent.  In  this  regard,  some  existing  regulatory  frameworks  may  be 
“adopted.” For example, as mentioned above, “age-related multimorbidity,” 
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“frailty” and “functional decline” may be less controversial, and better regu-
lated and accepted targets for intervention than “aging.” “Adjuvant therapy” 
(i.e.  “supportive/additional”  therapy)  may  be  another  “acceptable”  term  to 
describe  the  treatment  of  the  aging  organism  as  a  whole,  addressing  the 
root causes of aging-related diseases rather than their particular symptoms. 
Indeed, in November 2015, the FDA approved an adjuvant therapy (the com-
pound MF59, made with squalene oil, developed by Novartis) for a flu vac-
cine to boost the immune response in older persons. This development goes 
beyond “a drug against a disease” model, but seeks an appropriate regulatory 
framework to support the underlying health of older persons, using “adju-
vant therapy.”111 The concepts of “life-saving therapies” and “life-extending 
therapies,” which are already well established in major regulatory environ-
ments, mainly in relation to life-threatening conditions,112 may also serve to 
address and advance anti-aging and lifespan extending therapies.

There  is  a  special  need  to  provide  a  shortened  approval  pathway  for 
therapies  with  a  high  level  of  evidence  for  efficacy  and  safety  in  preclini-
cal and early clinical trials. The approval may also need to be facilitated for 
cases  of  advanced  degenerative  and  seemingly  futile  conditions.  But  here 
again, there is the problem of the deficit of consensus criteria for defining 
“enhanced  efficacy  and  safety,”  as  well  as  criteria  for  “advanced  degenera-
tion”  and  “seemingly  futile”  conditions.  It  may  be  both  more  scientifically 
justifiable and ethically acceptable to test and apply anti-aging interventions 
in their intended target population—the older frail persons, rather than the 
younger and healthier people who may exhibit entirely different responses 
and may not really need such treatments, even under the heading of “preven-
tion.” Yet how can the degree of “senile degeneration” be precisely gauged? 
For the “seemingly futile conditions,” apparently, the criteria, methodology 
and terminology from critical and intensive care medicine may need to be 
examined.113 The existing legal frameworks governing the conditions whose 
treatment is considered “futile” may be reconsidered in order to allow for the 
use of novel, less well tested therapies in severe cases to give the patients, and 
potentially others suffering from the same conditions, an improved chance 
to “live with dignity” rather than to “die with dignity.”

It has also been a commonly voiced opinion that in order to accelerate bio-
medical progress generally, and the progress of anti-aging and life-extending 
therapies in particular, regulation on the development and use of such thera-
pies should be generally softened, to allow for the proliferation of new ideas 
and methods.114 The concept of “conditional approval” of therapies has been 
advanced, which would presumably make it easier for new therapies to enter 
the market and would reserve a greater share of research for the “post-mar-
ket  analysis”  (i.e.  after  the  medicines  have  already  been  sold  and  used).115 
A  considerable  number  of  patients,  mainly  the  wealthy  ones,  seek  to  try 
new therapies  in countries with particularly permissive regulatory require-
ments as a form of “medical tourism.”116 Personal (“do-it-yourself”) testing is 
becoming increasingly popular.117 There may be some logic in the argument 
for easy regulation. The developing and making available of new therapies 
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has become notoriously costly and lengthy, in a considerable measure due 
to regulatory hurdles, among other reasons.118,119 In many cases, there is a 
need to try for a chance. On the other hand, we may not wish people (includ-
ing ourselves) to assume the role of mishandled guinea pigs. Some patients 
may  become  privileged  gullible  test  subjects  for  their  own  money  (if  they 
have money). And others may become expendable unprotected test subjects 
(when they have no money). Both situations appear ethnically undesirable 
and may involve a considerable and unjustified risk to the patients’ health 
and well being, though possibly with a good “profit margin” and “develop-
ment  potential”  for  the  producers  and  suppliers  of  the  new  medications. 
Some balanced position needs to be found. Part of the answer may again lie 
in the development of strict scientific criteria for the diagnosis of the aging 
process and for the effectiveness and safety of interventions against it. Fol-
lowing the development of such evidence-based criteria, it may be easier to 
stall the dissemination of quack nostrums as well as to facilitate the avail-
ability of truly promising therapies. In other words, such criteria may help 
improve regulation, not discard it. This issue too should become a subject of 
broad academic and political discussion.

Another issue that apparently needs to be given much thought in advance 
is  a  normative  procedure  to  make  potential  anti-aging  and  life-extending 
therapies  universally  accessible,  rather  than  preferentially  or  exclusively 
available to the rich or to some other privileged social categories (unrelated 
to their medical indications). Some programs of public support for therapy 
research and development coupled with public entitlement to those thera-
pies, when they are available, may be considered. There might be explored 
a kind of  “longevity  research bonds”  (reminiscent of,  but not  identical  to, 
government-issued “longevity bonds”120).  In  the past, various government- 
issued bonds and obligations programs helped to win wars, though the bond 
holders often never saw their worth back. Such issues need to be weighed. 
There  may  be  other  suggestions,  for  example,  some  special  allocations 
within the public health systems. These and other options and ideas to make  
therapies accessible when they emerge need to be given a thorough prospec-
tive deliberation by the public, decision makers and academia.

22.4.3  Institutional Support
In any case, and in any discussion of health care research, funding and regu-
lation, anti-aging and lifespan-extending therapies need to be included as an 
integral part. Special recognition, status and benefits need to be granted to 
commercial and public entities engaged in such research and development, 
on  a  par  with  any  other  branch  of  innovative  biomedical  science,  or  per-
haps even higher due to the great importance and promise of the field. This 
essentially means strengthening the institutional basis of anti-aging and life 
extension  science.  There  should  be  a  greater  thrust  for  the  establishment 
and expansion of national and international coordination and consultation 
structures, programs and institutions to advance the research, development 
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and education on the biology of aging and associated diseases. There needs 
to  be  a  stronger  institutional  framework  for  the  development  of  clinical 
guidelines to modulate the aging processes and associated aging-related dis-
eases and to extend the healthy and productive lifespan for the population.

As a part of the stronger institutional support, aging research also needs a 
better place in academia. There appears to be an urgent need to establish or 
reinforce the specialty of Biogerontology and courses in Biogerontology as a 
common part of university curricula. Regretfully, this discipline is seldom a 
part of the curricula. The current curricula in life and health sciences around 
the world, very often, simply omit aging and longevity from processes of bio-
logical development. Furthermore, many biology textbooks do not include 
aging and dying, not to mention longevity, among the processes of life. The 
science of aging and longevity, and adjacent areas of study, need to become 
an entrenched part of education at every level, not just because of the scien-
tific value of this subject, but also because of its great practical significance 
for society. In fact, the WHO “Global Strategy and Action Plan on Aging and 
Health (GSAP)” directly requests member states to “ensure competencies on 
ageing and health are included in the curricula of all health professionals” 
(of course,  it  should be stressed  that knowledge of  the biology of aging  is 
one of such indispensable gerontological competencies).24 Yet, this require-
ment is very far from implementation. The researchers of aging and longev-
ity need to have a say in the development and dissemination of regimens for 
the extension of healthy longevity, based on the best available evidence, as 
a part of authoritative health recommendations. Such guidelines for healthy 
longevity  for  the public are commonly  lacking. Very simply,  researchers of 
aging and longevity need places and positions that would allow them to do 
their work. Such work places, which would be involved primarily and not tan-
gentially with biomedical aging research, are quite few even in the developed 
world, and are almost absent in the “developing” or “low income” world.121 
There is a vital need to establish more and more cooperative centers of excel-
lence for fundamental, translational and applied studies, alongside centers 
for strategic analysis, forecast, education and policy development on aging 
and longevity research, at academic institutes and various governmental and 
supra-governmental agencies.

The common rationale for these tentative policy recommendations is  to 
reduce the burden of the aging process on the economy and to alleviate the 
suffering of the aged and the grief of their loved ones. It may be hoped that, 
if  granted  sufficient  support,  these  measures  can  increase  the  healthy  life 
expectancy for the elderly, extend their period of productivity and their inter-
action with society, and enhance their sense of enjoyment, purpose, equal-
ity and valuation of life. Thus, in light of the great need for and promise of 
human life extension, it may be considered a societal duty, especially of the 
professionals in biology, medicine, health care, economy and socio-political 
organizations,  to strongly  recommend greater  investments,  incentives and 
institutional support for research and development dealing with the under-
standing  of  mechanisms  of  human  biological  aging  and  translating  these 
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insights into effective, safe, affordable and universally available health and 
life-extending technologies and treatments. Given the feasibility and desir-
ability of healthy human life extension, the normative “thing to do” would be 
simply “to do,” to become proactive for the advancement of the field, to study 
and support the field, to realize the challenges facing the field, as well as its 
vital promises, and to contribute to overcoming the challenges and fulfilling 
the promises. It may be hoped that the present work will further contribute 
to the realization of this duty.
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