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## Outlook

What are PDEs? Why are they important?

- How to integrate PDEs into probabilistic ML models?
- Practical Modeling Example

PDEs are the language of mechanistic knowledge
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- PDEs are extremely precise mechanistic models of the real world
- example: fluid mechanics $\Rightarrow$ Navier Stokes equations
- PDE problems are typically large-scale and difficult to solve
- theory and practice of PDEs are a highly active field of research

A fundamental problem in analysis is to decide whether such smooth, physically reasonable solutions exist for the Navier-Stokes equations. To give reasonable leeway to solvers while retaining the heart of the problem, we ask for a proof of one of the following four statements.
(A) Existence and smoothness of Navier-Stokes solutions on $\mathbb{R}^{3}$. Take $\nu>$ 0 and $n=3$. Let $u^{\circ}(x)$ be any smooth, divergence-free vector field satisfying (4). Take $f(x, t)$ to be identically zero. Then there exist smooth functions $p(x, t), u_{i}(x, t)$ on $\mathbb{R}^{3} \times[0, \infty)$ that satisfy (1), (2), (3), (6), (7).
(from the official Clay Mathematics Institute Problem Description for the Navier Stokes Millennium Problem)
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- general (nonlinear) PDEs are difficult to understand and solve $\Rightarrow$ focus on linear PDEs in this lecture
- models of many physical processes are based on linear PDEs
- thermal conduction (heat equation)
- electromagnetism (Maxwell's equations)
- wave mechanics (wave equation)
- Brownian motion
(Fokker-Planck/Kolmogorov forward equation)
- the famous Black-Scholes equation in mathematical finance is a linear PDE
- linear approximations are an important tool
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- PDEs usually depend on parameters which can only be determined through noisy measurements
- examples:
- strength and distribution of heat sources
- charge distribution
- material parameters
- forces
$\Rightarrow$ use Bayesian statistical estimation to fuse (exact) mechanistic knowledge and (noisy/uncertain) measurement data


We look for a function $u: D \subset \mathbb{R}^{d} \rightarrow \mathbb{R}^{n}$ which solves the equation
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\mathcal{D}[u]=f
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## Example: Linear Differential Operators

- Laplacian $(n=1)$

$$
\mathcal{D}=\Delta=\sum_{i=1}^{d} \frac{\partial^{2}}{\partial x_{i}^{2}}
$$

- Affine ODE $(d=1, n \geq 1)$

$$
\mathcal{D}[u]=\frac{\mathrm{d} u}{\mathrm{~d} t}-A(t) u(t) \quad \Rightarrow \quad \frac{\mathrm{d} u}{\mathrm{~d} t}=A(t) u(t)+f(t)=: \tilde{f}(u(t), t)
$$
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## What is a linear PDE?

We look for a function $u: D \subset \mathbb{R}^{d} \rightarrow \mathbb{R}^{n}$ which solves the equation

$$
\mathcal{D}[u]=f
$$

on the interior of $D$, where $\mathcal{D}$ is a linear differential operator.

## Problems

- usually no analytic solution $\Rightarrow$ numerical solvers necessary $\Rightarrow$ discretization error
- parameters of the PDE (diffop parameters, right-hand side, etc.) are usually not known exactly
- classical solvers sometimes difficult to embed in computational pipelines
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## Boundary Value Problems

- PDEs by themselves don't have a unique solution
- example: Poisson equation ( $\Delta u=f$ )

$$
\Delta(A x+b)=\operatorname{tr}\left(\nabla \nabla^{\top}(A x+b)\right)=\operatorname{tr}(0)=0
$$

$\Rightarrow$ for any solution $u^{\star}$ to the Poisson equation, $u^{\star}+A x+b$ is also a solution

- uniqueness is typically achieved by requiring (linear) boundary conditions to hold

$$
\mathcal{B}[u]=g, \quad \text { where } \mathcal{B} \text { linear and } g: \partial D \rightarrow \mathbb{R}^{n}
$$

- physical intuition: summary of all influences on the outside of the simulation domain to a single known boundary function $g$
- PDE + Boundary Conditions = Boundary Value Problem (BVP)
- example: Dirichlet boundary conditions $\mathcal{B}[u]=\left.u\right|_{\partial D}$

PDEs are statements about functions and functions are (typically) infinite-dimensional objects.
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| Vector space | $V=\mathbb{R}^{n}$ | $V \subseteq \mathbb{R}^{\mathcal{X}}$ |
| :---: | :---: | :---: |
| Addition and Scalar Multiplication | $(\alpha v+\beta w)_{i}=\alpha v_{i}+\beta w_{i}$ | $(\alpha f+\beta g)(x)=\alpha f(x)+\beta g(x)$ |
| Bases | $v=\sum_{i=1}^{n} v_{i} e_{i}=\sum_{i=1}^{n} v_{i}^{\prime} b_{i}$ | (sometimes) $f=\sum_{i=1}^{\infty} \alpha_{i} \phi_{i}$ |
| Linear Maps | Matrix $M \in \mathbb{R}^{m \times n}$ $M(\alpha v+\beta w)=\alpha M v+\beta M w$ | Linear Operator $\mathcal{L}: V \mapsto W$ $\mathcal{L}[\alpha f+\beta g]=\alpha \mathcal{L}[f]+\beta \mathcal{L}[g]$ |
| Norms <br> $\Rightarrow$ Banach spaces | $\begin{aligned} & \text { e.g. }\\|v\\|_{\infty}:=\max _{i=1, \ldots, n}\left\|v_{i}\right\| \\ & \Rightarrow\left(\mathbb{R}^{n},\\|\cdot\\| \cdot \\|_{\infty}\right) \end{aligned}$ | $\begin{aligned} & \text { e.g. }\\|f\\|_{\infty}:=\sup _{x \in \mathcal{X}}\|f(x)\| \\ & \Rightarrow\left(C^{k}([a, b]),\\|\cdot\\| \cdot \\|_{\infty}\right) \end{aligned}$ |
| Inner Products <br> $\Rightarrow$ Hilbert spaces | $\begin{aligned} & \text { e.g. }\langle v, w\rangle_{2}:=\sum_{i=1}^{n} v_{i} w_{i} \\ & \Rightarrow \text { Euclidean space }\left(\mathbb{R}^{n},\langle\cdot, \cdot\rangle_{2}\right) \end{aligned}$ | e.g. $\langle f, g\rangle_{L_{2}}:=\int_{\mathcal{X}} f(x) g(x) \mu(\mathrm{dx})$ |

$\Rightarrow$ A linear PDE $\mathcal{D}[u]=f$ is a linear system in infinite-dimensional vector spaces of functions.

## Toy Example of a Physical Model: The Heat Distribution in a CPU

## A Linear PDE for Computer Scientists

Spatial Domain: $D_{\text {CPU }}=\left[0, I_{\text {CPu }}\right] \times\left[0, w_{\text {CPU }}\right] \times\left[0, d_{\text {CPu }}\right] \subset \mathbb{R}^{3}$
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## (Linear) PDEs are Indirect Observations of Their Solution

- conservation laws are among the most fundamental laws of physics (conservation of energy, mass, momentum, charge, . . .) $\Rightarrow$ usually expressed as PDEs
- example: the heat equation states conservation of (heat) energy

$$
c_{p} \rho \frac{\partial u}{\partial t}=\kappa \Delta u+\dot{q}_{v}
$$

- assuming a PDE to hold often amounts to the observation that a quantity is conserved locally
- generally, PDEs are observations of some local mathematical property of the unknown solution function

$$
\mathcal{I}[u]:=\mathcal{D}[u]-f=0
$$

$\Rightarrow$ information operator (Cockayne et al. [2019], Tronarp et al. [2019])

Prior

$$
u \sim \mathcal{G P}(m, k)
$$



Prior

$$
u \sim \mathcal{G P}(m, k)
$$

## Observations

$$
\mathcal{I}_{\mathrm{PDE}}[u]=\underbrace{-\kappa \Delta u}_{=: \mathcal{D}[u]}-\dot{q}_{V}=0
$$




Prior

$$
u \sim \mathcal{G P}(m, k)
$$

## Observations

$$
\mathcal{I}_{\mathrm{PDE}}[u]=\underbrace{-\kappa \Delta u}_{=: \mathcal{D}[u]}-\dot{q}_{V}=0
$$

(Prior) Predictive

$$
\mathcal{D}[u] \sim ?
$$



Prior

$$
u \sim \mathcal{G P}(m, k)
$$

## Observations

$$
\mathcal{I}_{\mathrm{PDE}}[u]=\underbrace{-\kappa \Delta u}_{=: \mathcal{D}[u]}-\dot{q}_{V}=0
$$


(Prior) Predictive

$$
\mathcal{D}[u] \sim ?
$$

Posterior

$$
u \mid \mathcal{D}[u]-\dot{q}_{v}=0 \sim ?
$$



Prior

$$
u \sim \mathcal{G P}(m, k)
$$

## Observations

$$
\mathcal{I}_{\mathrm{PDE}}[u]=\underbrace{-\kappa \Delta u}_{=: \mathcal{D}[u]}-\dot{q}_{V}=0
$$


(Prior) Predictive

$$
\mathcal{D}[u] \sim \mathcal{G P}
$$

Posterior

$$
u \mid \mathcal{D}[u]-\dot{q}_{v}=0 \sim \mathcal{G} \mathcal{P}
$$

Prior

$$
u \sim \mathcal{G P}(m, k)
$$

## Observations

$$
\mathcal{I}_{\mathrm{PDE}}[u]=\underbrace{-\kappa \Delta u}_{=: \mathcal{D}[u]}-\dot{q}_{V}=0
$$


(Prior) Predictive

$$
\mathcal{D}[u] \sim \mathcal{G P}
$$

Posterior

$$
u \mid \mathcal{D}[u](X)-\dot{q}_{v}(X)=0 \sim \mathcal{G P}
$$



|  | $\mathbb{R}^{d}$ |  |
| :--- | :--- | :--- |
| Prior | $x \sim \mathcal{N}\left(\mu_{x}, \Sigma_{x}\right)$ |  |
| Observation | $A x+\epsilon=y$, where |  |
| Model | $A \in \mathbb{R}^{n \times d}$ and |  |
|  | $\forall \epsilon \sim \mathcal{N}\left(\mu_{\epsilon}, \Sigma_{\epsilon}\right)$ with $\epsilon \Perp x$. |  |
| Prior | $A x+\epsilon \sim \mathcal{N}\left(A \mu_{x}+\mu_{\epsilon}, A \Sigma_{x} A^{\top}+\Sigma_{\epsilon}\right)$ |  |
| Predictive |  |  |
| Posterior | $x \mid A x+\epsilon=y \sim \mathcal{N}\left(\mu_{x \mid y}, \Sigma_{x \mid y}\right)$ |  |
|  | $\mu_{x \mid y}:=\mu_{x}+G_{x \mid y}\left(y-\left(A \mu_{x}+\mu_{\epsilon}\right)\right)$ |  |
|  | $\Sigma_{x \mid y}:=\Sigma_{x}-G_{x \mid y} A \Sigma_{x}$ |  |
|  | $G_{x \mid y}:=\Sigma_{x} A^{\top}\left(A \Sigma_{x} A^{\top}+\Sigma_{\epsilon}\right)^{\dagger}$ |  |
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- an estimate of the approximation error.

Unfortunately,

- the boundary values are unknown in deployment, and
- the values of the heat source distribution are
 uncertain.
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All this is only possible because we give up on trying to identify a single unique solution in favor of a probability measure over infinitely many solution candidates.



GP-based Simulation of the 1D Heat Equation
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- the posterior mean of the GP-based method we have seen today is equal to the estimate produced by a classical method: symmetric collocation [Fasshauer, 1997]
- more generally, one can show that all weighted residual methods [Fletcher, 1984] can be realized as posterior means of GPs in a similar fashion
- parametric and nonparametric collocation methods
- finite-volume methods
- (Petrov-)Galerkin methods
- finite-element methods
- spectral methods
- the finite-difference discretization can also be generalized via GP inference [Krämer et al., 2022]
$\Rightarrow$ GP-based approaches as uncertainty-aware drop-in replacements for classical methods
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But where is all the hard math that was mentioned in the beginning? So far we just needed derivatives and some linear algebra.

## Theorem (Linear Gaussian Process Inference)

Let $f \sim \mathcal{G P}\left(m_{f}, k_{f}\right)$ be a Gaussian process with index set $\mathcal{X}$, whose mean function and sample paths lie in a real separable RKHS $\mathcal{H} \supset \mathcal{H}_{k_{f} .}$ Let $\mathcal{L}: \mathcal{H} \rightarrow \mathbb{R}^{n}$ be a bounded (i.e. continuous) linear operator. Further, let $\epsilon \sim \mathcal{N}\left(\mu_{\epsilon}, \Sigma_{\epsilon}\right)$ be an $\mathbb{R}^{n}$-valued Gaussian random variable with $\epsilon \Perp f$. Then

$$
\mathcal{L}[f]+\epsilon \sim \mathcal{N}\left(\mathcal{L}\left[m_{f}\right]+\mu_{\epsilon}, \mathcal{L} k_{f} \mathcal{L}^{*}+\Sigma_{\epsilon}\right)
$$

and

$$
f \mid \mathcal{L}[f]+\epsilon=y \sim \mathcal{G P}\left(m_{f \mid y}, k_{f \mid y}\right)
$$

for any $y \in \mathbb{R}^{n}$ with conditional mean and covariance function given by

$$
m_{f \mid y}(x)=m_{f}(x)+\left\langle\mathcal{L}\left[k_{f}(x, \cdot)\right],\left(\mathcal{L} k_{f} \mathcal{L}^{*}+\Sigma_{\epsilon}\right)^{\dagger}\left(y-\left(\mathcal{L}\left[m_{f}\right]+\mu_{\epsilon}\right)\right)\right\rangle_{\mathbb{R}^{n}}
$$

and

$$
k_{f \mid y}\left(x_{1}, x_{2}\right)=k_{f}\left(x_{1}, x_{2}\right)-\left\langle\mathcal{L}\left[k_{f}\left(x_{1}, \cdot\right)\right],\left(\mathcal{L} k_{f} \mathcal{L}^{*}+\Sigma_{\epsilon}\right)^{\dagger} \mathcal{L}\left[k_{f}\left(\cdot, x_{2}\right)\right]\right\rangle_{\mathbb{R}^{n}} .
$$

# Sample Paths and Path Spaces of GPs 

## Definition (Gaussian Process)

A Gaussian process is a family of random variables $\{\omega \mapsto f(x, \omega)\}_{x \in \mathcal{X}}$ on a common Borel probability space $(\Omega, \mathcal{B}(\Omega), P)$ such that every finite combination $f\left(x_{1}, \cdot\right), \ldots, f\left(x_{n}, \cdot\right)$ of the random variables follows a multivariate normal distribution.
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- to do Bayesian inference, $\omega \mapsto \mathcal{L}[f(\cdot, \omega)]$ must be a random variable, i.e. measurable


## Reproducing Kernel Hilbert Spaces

## Definition (Reproducing Kernel Hilbert Space)

A Hilbert space $\mathcal{H} \subset \mathbb{R}^{\mathcal{X}}$ of real-valued functions on an arbitrary set $\mathcal{X}$ is called a reproducing kernel Hilbert space (RKHS) if there is a function $k: \mathcal{X} \times \mathcal{X} \rightarrow \mathbb{R}$ such that

1. $k(x, \cdot) \in \mathcal{H}$ for all $x \in \mathcal{X}$, and
2. for all $f \in \mathcal{H}$ and $x \in \mathcal{X}$

$$
f(x)=\langle k(x, \cdot), f\rangle_{\mathcal{H}} \quad \text { (reproducing property) }
$$

The function $k$ is called the reproducing kernel of $\mathcal{H}$.

$$
k_{\nu=p+1 / 2, l}\left(x_{1}, x_{2}\right):=\exp \left(-\frac{\sqrt{2 p+1}\left|x_{1}-x_{2}\right|}{l}\right) \frac{p!}{(2 p)!} \sum_{i=0}^{p} \frac{(p+i)!}{i!(p-i)!}\left(\frac{2 \sqrt{2 p+1}\left|x_{1}-x_{2}\right|}{l}\right)^{p-i}
$$
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$\Rightarrow$ differential operator on paths is bounded
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$\Rightarrow$ differential operator on paths is bounded

- more flexible choice of $d$-dimensional kernel via products of 1D Matérns (see exercise sheet)


## Summary

- PDEs are important and powerful language for modeling the real world
- PDEs can be solved via GP inference
- More generally, GPs provide a rigorous framework for probabilistic inference on functions with heterogeneous information sources provided by affine information operators
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