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Outline

● Understanding of the data sets (SATGPA, ACS)
● Partially synthetic data generation

○ Analytical Validity
○ Privacy evaluation
○ Utility evaluation

● Fully synthetic data generation
○ Analytical Validity
○ Privacy evaluation
○ Utility evaluation

● Judging the guideline



Synthetic Data Use Cases

Use cases Testing technology

Education

Testing Analysis

Data release

High Utility & 
High Confidentiality

High Utility & 
High Confidentiality

Medium Utility & 
medium Confidentiality

High Utility & 
medium Confidentiality



Data Synthesis Techniques

● Partially vs Fully synthetic data
● Sequential modeling

○ Fully conditional specification method (FCS) 

● Deep Learning
○ Generative adversarial networks
○ Variational AutoEncoder
○ Gaussian Copulas

● Random data

- CART
- Ctree
- NormRank
- Visiting order
- Stratified synthesis

Synthpop

Synthetic Data 
Vault

- Epochs
- Batch size
- Discriminator
- Generator

Models and 
hyperparameters



Evaluation of synthetic data

How good is the generated data? 

How much good is good?

Credits: Figure from chapter Introduction of the starter guide.



Utility vs. Confidentiality on Satgpa real vs synthetic data sets

Real data

Education

Testing Technology
Testing Analysis ?

Data Release ?



Utility vs. Confidentiality on Satgpa real vs synthetic data sets

Data Release 

Testing Analysis

Education

Testing Technology

Real data



Utility ~ Relative ranking of algorithms 



Utility Evaluation using SDV and Synthpop

● Statistical Metrics: These are metrics that compare the tables by running different statistical tests 
on them. Some of them work by comparing multiple columns at once, while other compare the 
different individual columns separately and later on return an aggregated result.

● Likelihood Metrics: These metrics attempt to fit a probabilistic model to the real data and later on 
evaluate the likelihood of the synthetic data on it.

● Detection Metrics: These metrics try to train a Machine Learning Classifier that learns to 
distinguish the real data from the synthetic data, and report a score of how successful this 
classifier is.

● Machine Learning Efficacy Metrics: These metrics train a Machine Learning model on your 
synthetic data and later on evaluate the model performance on the real data. Since these metrics 
need to evaluate the performance of a Machine Learning model on the dataset, they work only on 
datasets that represent a Machine Learning problem.

Source: https://sdv.dev/SDV/user_guides/evaluation/single_table_metrics.html



Privacy Evaluation

● Privacy metrics for re-identification attack aim to identify real users’ 
records in the synthetic data

○ Apparent matches
○ Number of replicates
○ Distance to nearest neighbors

● Privacy metrics for inference attack: aim to infer sensitive information 
about real users from synthetic data

● Machine Learning efficacy: 
○ 𝓣ℛ𝓣S: Train Real, Test Synthetic
○ 𝓣S𝓣ℛ: Train Synthetic, Test Real
○ 𝓣ℛ𝓣ℛ: Train Real, Test Real
○ 𝓣S𝓣S: Train Synthetic, Test Synthetic
○ 𝓣S𝓣S: Train Synthetic, Test Synthetic
○ 𝓣𝓜𝓣𝓜: Train and Test on Mixture of Real and Synthetic data.



Partially synthetic data
1. Partial synthesize for “sex” attribute using CART on Synthpop
2. Partial synthesize for “sex, hs_gpa, fy_gpa” using Ctrea on Synthpop



Satgpa~ Analytical Validity



Satgpa ~ syntheize of 
sex attribute only! 

Interpretations: 

●
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Satgpa ~ syntheize of 
sex attribute only! 

Interpretations: 

●



Satgpa~ Privacy Evaluation
● Apparent matching
● Duplicates
● Inference of sex



Privacy Evaluation

Replicated Uniques : Determines which unique units in the 
synthesised data set(s) replicates unique units in the original 
observed data set.

Interpretations: 

● There are 510 replications!
● Percentage= 51 %

Apparent Match Distribution
Record similarity distribution between pairs of apparently 
matching records, using partially synthesis of satgpa data.  
There is no apparent unique matches between the real and 
synthetic data.
-q "sex, hs_gpa, fy_gpa"
 -x "sat_sum"

% of apparent matches= 43.9 %



Satgpa~ Utility Evaluation
● Machine Learning efficacy
● Relative Ranking of algorithms
● Likelihood / detective metrics



SDV metrics for different Methods



Fully synthetic data



Full synthesize 
using CART



Satgpa ~ Full 
synthesize using 
CART 

Interpretations: 

●
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Satgpa ~ Full 
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CART 

Interpretations: 
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Privacy Evaluation

Replicated Uniques : Determines which unique units in the 
synthesised data set(s) replicates unique units in the original 
observed data set.

Interpretations: 

● There are 34 replications!
● Percentage= 3.4 %

Apparent Match Distribution
Record similarity distribution between pairs of apparently 
matching records, using partially synthesis of satgpa data.  
There is no apparent unique matches between the real and 
synthetic data.



Full Synthesize 
using NormRank



Satgpa ~ synthesize 
All using Normrank 

Interpretations: 

●
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Satgpa ~ Full 
synthesize using 
Normrank 

Interpretations: 

●



Privacy Evaluation

Replicated Uniques : Determines which unique units in the 
synthesised data set(s) replicates unique units in the original 
observed data set.

Interpretations: 

● There are 0 replications!
● Percentage= 0.0 %

Apparent Match Distribution
Record similarity distribution between pairs of apparently 
matching records, using partially synthesis of satgpa data.  
There is no apparent unique matches between the real and 
synthetic data.



CTGAN



Satgpa ~ Full 
synthesize using 
CTGAN 



Satgpa ~ Full 
synthesize using 
CTGAN 

Interpretations: 

●





Satgpa ~ Full 
synthesize using 
CTGAN 

Interpretations: 

●



Privacy Evaluation

Replicated Uniques : Determines which unique units in the 
synthesised data set(s) replicates unique units in the original 
observed data set.

Interpretations: 

● There are 0 replications!
● Percentage= 0.0 %

Apparent Match Distribution
Record similarity distribution between pairs of apparently 
matching records, using partially synthesis of satgpa data.  
There is no apparent unique matches between the real and 
synthetic data.





Real vs Synthetic



Real vs Real



EDA~ ACS data: Help!

● Large data takes time for synthesize
○ Maybe divide and conquer! 
○ Clustering

● Attributes: DEPARTS and ARRIVES
○ ARRIVES > DEPARTS
○ Possibly we need to convert it to minutes!

● Impose constraints
● Quasi identifiable attributes 

○ Maybe: sex, age, marst, race, hispan, educ, citizen
● Sensitive attributes:

○ GQ, HCOVANY, HCOVPRIV, HINSEMP, HINSCAID, HINSCARE, EMPSTAT, EMPSTATD, LABFORCE, WRKLSTWK, 
ABSENT, LOOKING, AVAILBLE, WRKRECAL, WORKEDYR 



For the presentation:

- Which methods we used and why
- Comparison of results using different methods

- Utility 
- Privacy

- Interpretation of the results:
- When is the utility ‘ good enough’ for the different use cases
- When is the privacy ‘ good enough’ for the different use cases

- What would we recommend to management
- Evaluation of the guidebook

- What worked well
- What is missing or needs improving


