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Disclaimer

Portions of this talk are presented by a guest speaker.  The contents of this 
presentation do not necessarily reflect the views or policies of the National 
Institute of Standards and Technology or the U.S. Government. 
Certain commercial entities, equipment, or materials may be identified in 
this document in order to describe an experimental procedure or concept 
adequately. Such identification is not intended to imply recommendation 
or  endorsement by the National Institute of Standards and Technology, 
nor is it intended to imply that the entities, materials, or equipment are 
necessarily the best available for the purpose. 
Please note, unless mentioned in reference to a NIST Publication, all 
information and data presented is preliminary/in-progress and subject to 
change.



Here’s a basic path from research to production: We start with an 
abstract  problem definition and begin researching potential solutions. 

When one approach seems to work very well in evaluations, we begin 
engineering a production-grade implementation. 

When the implementation is complete, we release the tool for real 
world use.   

…this isn’t how anything works
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USCB Disclosure Avoidance System: 2017 -- 2018



Research Engagement Engineering

Disclaimer:  Assembled from census.gov, CNSTAT website, google scholar, and vague memory.  

USCB Disclosure Avoidance System: 2017 -- 2018

• Ini&al Implementa&on, to run on 
2018 End to End test data.  

• Understanding hierarchical 
methods for differentially private 
histograms. [Qardaji, Wahbeh and Yang, 
Weining and Li, Ninghu]

• Optimizing linear counting queries 
under differential privacy [Li, Chao 
and Hay, Michael and Rastogi, Vibhor and 
Miklau, Gerome and McGregor, Andrew]

• The modernization of statistical 
disclosure limitation at the US 
Census Bureau [Aref N. Dajani, Amy D. Lauger, Phyllis E. 
Singer, Daniel Kifer, Jerome P. Reiter, Ashwin Machanavajjhala, Simson 
L. Garfinkel, Scot A. Dahl, Matthew Graham, Vishesh Karwa, Hang Kim,  
Philip Leclerc, Ian M. Schmutte, William N. Sexton, Lars Vilhuber, John 
M. Abowd ]

• Initial Media Outreach
• Presentations to researchers (ex: 

KDD)



Research Engagement Engineering

Disclaimer:  Assembled from census.gov, CNSTAT website, google scholar, and vague memory.

USCB Disclosure Avoidance System: 2019 -- 2020

• Census topdown: Differen&ally 
private data, incremental schemas, 
and consistency with public 
knowledge [John Abowd, Robert Ashmead, 
Garfinkel Simson, Daniel Kifer, Philip Leclerc, Ashwin 
Machanavajjhala, William Sexton]

• Deploying differen&al privacy for 
the 2020 census of popula&on and 
housing [Simson L. Garfinkel]

• Differen&al Privacy in the Real 
World: The 2018 End-to-End 
Census Test [John Abowed]

• Release of first public 
demonstration data product: 2010 
Demonstration Data Products 
Baseline 2019-10-29

• CNSTAT Workshops and working 
groups



Research Engagement Engineering

Disclaimer:  Assembled from census.gov, CNSTAT website, google scholar, and vague memory.

USCB Disclosure Avoidance System: 2019 -- 2020

• Release of first public 
demonstra&on data product: 2010 
Demonstration Data Products 
Baseline 2019-10-29

• CNSTAT Workshops and working 
groups

• Ongoing talks at data users’ and 
privacy researchers’ conferences. 

• Ongoing media outreach
• Federal Register Notices (Public 

requests for comment)
• National Advisory Committee 

(NAC)
• Census Advisory Committees 

(CAC)

• Census topdown: Differentially 
private data, incremental schemas, 
and consistency with public 
knowledge [John Abowd, Robert Ashmead, 
Garfinkel Simson, Daniel Kifer, Philip Leclerc, Ashwin 
Machanavajjhala, William Sexton]

• Deploying differential privacy for 
the 2020 census of population and 
housing [Simson L. Garfinkel]

• Differential Privacy in the Real 
World: The 2018 End-to-End 
Census Test [John Abowed]



Research Engagement Engineering

Disclaimer:  Assembled from census.gov, CNSTAT website, google scholar, and vague memory.

USCB Disclosure Avoidance System: 2019 -- 2020

• Release of first public 
demonstra&on data product: 2010 
Demonstration Data Products 
Baseline 2019-10-29

• Release of second public 
demonstra&on data: DAS 
Development Update 2020-11-16

• Release of third public 
demonstra&on data: DAS 
Development Update 2020-09-17

• Release of fourth public 
demonstra&on data: DAS 
Development Update 2020-05-27

• CNSTAT Workshops and working 
groups

• Ongoing talks at data users’ and 
privacy researchers’ conferences. 

• Ongoing media outreach
• Federal Register Notices (Public 

requests for comment)
• National Advisory Committee 

(NAC)
• Census Advisory Committees 

(CAC)

• Census topdown: Differentially 
private data, incremental schemas, 
and consistency with public 
knowledge [John Abowd, Robert Ashmead, 
Garfinkel Simson, Daniel Kifer, Philip Leclerc, Ashwin 
Machanavajjhala, William Sexton]

• Deploying differential privacy for 
the 2020 census of population and 
housing [Simson L. Garfinkel]

• Differential Privacy in the Real 
World: The 2018 End-to-End 
Census Test [John Abowed]



Research Engagement Engineering

Disclaimer:  Assembled from census.gov, CNSTAT website, google scholar, and vague memory.

USCB Disclosure Avoidance System: 2021 -- 2022

• Release of fi]h public 
demonstra&on data product: DAS 
Development Update 2021-04-28

• Produc&on: Produc?on Se@ngs 
2021-06-08

• CNSTAT Workshops and working 
groups

• Ongoing talks at data users’ and 
privacy researchers’ conferences. 

• Ongoing media outreach
• Federal Register Notices (Public 

requests for comment)
• National Advisory Committee 

(NAC)
• Census Advisory Committees 

(CAC)



Research Engagement Engineering

Disclaimer:  Assembled from census.gov, CNSTAT website, google scholar, and vague memory.

USCB Disclosure Avoidance System: 2021 -- 2022

• Bayesian and FrequenMst SemanMcs for Common 
VariaMons of DifferenMal Privacy: ApplicaMons to the 
2020 Census. 

• An uncertainty principle is a price of privacy-preserving 
microdata

• Data Science for Governing and Policy Making
• The 2020 census disclosure avoidance system topdown

algorithm
• Exact Privacy Analysis of the Gaussian Sparse 

Histogram Mechanism
• ConfidenMality protecMon in the 2020 US Census of 

populaMon and housing
• Special Issue 2: DifferenMal Privacy for the 2020 US 

Census
• Finding Needles in Haystacks: MulMple-ImputaMon 

Record Linkage Using Machine Learning
• Total error and variability measures for the quarterly 

workforce indicators and LEHD origin-desMnaMon 
employment staMsMcs in OnTheMap

• ImplemenMng differenMal privacy for the 2020 census

• Release of fi]h public 
demonstra&on data product: DAS 
Development Update 2021-04-28

• Produc&on: Produc?on Se@ngs 
2021-06-08

• CNSTAT Workshops and working 
groups

• Ongoing talks at data users’ and 
privacy researchers’ conferences. 

• Ongoing media outreach
• Federal Register Notices (Public 

requests for comment)
• National Advisory Committee 

(NAC)
• Census Advisory Committees 

(CAC)



2022 -- ?? 

Research Engineering Engagement Production

Research 



2022 -- ?? 

Research Engineering Engagement Production

Research 

ßThis

…is a great 
route to this à



2018 -- 2023 

Research Engineering Engagement Production

Engagement 

ßThis

…is a great 
route to this à

But it’s o0en not cheap, or easy to access

Engineering

Committee on National 
Statistics (CNSTAT)



Hackathons and Challenges:  An Easy and Accessible Path Through 
the Engineering and Engagement Loop 



Hackathons and Challenges:  An Easy and Accessible Path Through 
the Engineering and Engagement Loop 

• Well-designed Challenges and Hackathons can 
serve as a bridge between researchers and 
users/stakeholders.  This allows researchers to 
get the benefit of engineering their solutions 
for real world data problems, and engaging 
with scoring metrics that capture real world 
stakeholder concerns.  

• And the research cycle works here too: 
Challenges and Hackathons do produce new 
Research Problems--- but a lot of times it’s 
only us running things backstage, tucked 
behind an NDA, who get to see all of the new 
problems.   Each team only sees their own. 

• So we thought we might swap that around for 
you guys. 



Engagement

Research

Hackathons and Challenges:  An Easy and Accessible Path Through 
the Engineering and Engagement Loop 

• A lot of times it’s only us running things backstage, 
tucked behind an NDA, who get to see all of the new 
problems.   Each team only sees their own. 

• So we thought we might swap that around for you 
guys. 

Google “Synthetic Data Test Drive”



Research Engineering Engagement

Introducing the Collaborative 
Research Cycle project:
• We want to try a challenge where we all work 

together to learn-- In this case, about data 
deidenJficaJon Research. 
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Introducing the CollaboraAve 
Research Cycle project:
• We want to try a challenge where we all work 

together to learn-- In this case, about data 
deidenJficaJon algorithms. 

• We took curated Diverse Community data excerpts 
from the ACS.  Small enough to see what’s 
happening, challenging enough to see the many 
interesJng things that can happen. 



Research Engineering Engagement

Introducing the CollaboraAve 
Research Cycle project:
• We want to try a challenge where we all work 

together to learn-- In this case, about data 
deidentification algorithms. 

• We took curated Diverse Community data excerpts 
from the ACS.  Small enough to see what’s 
happening, challenging enough to see the many 
interesting things that can happen. 

• We took metrics from the data experts themselves, 
the HLG-MOS Synthetic Data test drive. 



Research Engineering Engagement

Introducing the Collaborative 
Research Cycle project:
• We want to try a challenge where we all work 

together to learn-- In this case, about data 
deidentification algorithms. 

• We took curated Diverse Community data excerpts 
from the ACS.  Small enough to see what’s 
happening, challenging enough to see the many 
interesting things that can happen. 

• We took metrics from the data experts themselves, 
the HLG-MOS Synthetic Data test drive. 

• We want you to run your algorithm on our data, 
submit it, and we’ll send you the evaluation results.

• Then we’ll share with everyone. Review your 
deidentified data and compare it with others!  

• And finally, tell us all what you find, in a tiny-paper 
workshop this fall. 



Research Engineering Engagement

Introducing the Collaborative 
Research Cycle project:

• We’re kicking off today!   Today is the first day 
you can register your team. 

• ….but we got started a bit early, with our 
collaborators.  

• To give you a beTer idea what all we’re on about, 
let’s show you what we have so far.  



Higher Dimension UDlity Metrics: The PCA Metric
The IPUMS 
International team 
proposed a new data 
visualization approach 
during the HLG-MOS 
Synthetic Data Test 
Drive.

First, PCA is performed 
on the ground truth 
data, and then we use 
pairwise combinations 
of the top 5 
components to get 2D 
scatterplots of the 
data.

This lets us see  two 
dimensional 
impressions shapes 
formed by the high 
dimensional data 
distribution

Deidentified Data 
Distribution 
Shape

Original Data 
Distribu?on 
Shape



How do Data ProperDes Impact DeidenDficaDon Techniques? GAN
A GAN model trains a 
deep neural network 
to mimic the 
distribution of the 
input data, and then 
uses that network to 
produce a new data 
set that should keep 
the feature 
correlations from the 
original data. 

We’ll look at two 
GANS, neither 
differentially private.  
A basic GAN (the 
default setting from 
the SDVault library), 
and a Copula GAN 
(also from SDVault) a 
variant that should 
work better on 
tabular data.

Ground Truth Data Deiden?fied Data

PC0 [Housing Type, Marriage] x PC 1[Age, Veteran Status]:

Ground Truth Data

What Happens? 

The SDV Copula 
GAN graph here 
has a huge 
ar&fact that 
doesn’t occur in 
the original data. 

This is due to it 
missing 
consistency 
constraints– This 
person OWNs 
their own house, 
but they’re also 
living in 
ins&tu&onal 
group quarters. 



How do Data ProperDes Impact DeidenDficaDon Techniques? GAN
A GAN model trains a 
deep neural network 
to mimic the 
distribution of the 
input data, and then 
uses that network to 
produce a new data 
set that should keep 
the feature 
correlations from the 
original data. 
We’ll look at two 
GANS today, neither 
differentially private.  
A basic GAN (the 
default setting from 
the SDVault library), 
and a Copula GAN 
(also from SDVault) a 
variant that should 
work better on 
tabular data.

Ground Truth Data Deiden?fied Data

PC0 [Housing Type, Marriage] x PC 1[Age, Veteran Status]:

Ground Truth Data

What Happens? 

The SDV Copula 
GAN graph here 
has a huge 
ar&fact that 
doesn’t occur in 
the original data. 

They are also 
genera&ng Null 
marriage (under 
age 15) values 
for individuals of 
many age 
groups. 



How do Data ProperDes Impact DeidenDficaDon Techniques? GAN
A GAN model trains a 
deep neural network 
to mimic the 
distribution of the 
input data, and then 
uses that network to 
produce a new data 
set that should keep 
the feature 
correlations from the 
original data. 
We’ll look at two 
GANS today, neither 
differentially private.  
A basic GAN (the 
default setting from 
the SDVault library), 
and a Copula GAN 
(also from SDVault) a 
variant that should 
work better on 
tabular data.

Ground Truth Data Deiden?fied Data

PC0 [Housing Type, Marriage] x PC 1[Age, Veteran Status]:

Ground Truth Data

What Happens? 

The SDV Basic GAN 
has very poor 
performance, for 
constraints and basic 
feature correla&ons



How do Data ProperDes Impact DeidenDficaDon Techniques?  CART Model

Ground Truth Data Deidentified Data

PC0 [Housing Type, Marriage] x PC 1[Age, Veteran Status]: What Happens? 

The CART-Tree
model data 
distribution looks 
very similar to the 
original data in 
their PCA graphs. 

Feature relations 
are preserved and 
so are consistency 
constraints (in 
general). 

A decision tree is a 
straightforward data 
modeling method for 
which allows you to 
predict the value of a 
variable based on the 
values of other 
variables.  Different 
groups in the data are 
channeled down 
different paths in the 
tree, like building a 
flow chart.

CART model synthesis 
doesn’t provide 
formal privacy, but for 
larger feature sets it’s 
unlikely to exactly 
reproduce real 
records. 



How do Data ProperDes Impact DeidenDficaDon Techniques?  CART Model

Ground Truth Data Deidentified Data

PC0 [Housing Type, Marriage] x PC 1[Age, Veteran Status]: What Happens? 

The CART-Tree 
model data 
distribu&on 
looks very 
similar to the 
original data in 
their PCA 
graphs. 

But no&ce that 
the individuals in 
the CART model 
graph are 
actually different 
than the 
individuals in the 
ground truth 
data. 

A decision tree is a 
straightforward data 
modeling method for 
which allows you to 
predict the value of a 
variable based on the 
values of other 
variables.  Different 
groups in the data are 
channeled down 
different paths in the 
tree, like building a 
flow chart.

CART model synthesis 
doesn’t provide 
formal privacy, but for 
larger feature sets it’s 
unlikely to exactly 
reproduce real 
records. 



Ryan McKenna, Gerome Miklau, Daniel Sheldon
[University of Massachusetts, Amherst, MA]

MST 
• Data is generated from a PGM instan&ated 

with noisy marginals. The structure of the PGM 
is a maximum spanning tree (MST) capturing 
the most significant pair-wise feature 
correla&ons in the ground truth data. 

• Winner of the 2018 NIST Synthe&c Data 
Challenge

• Generated with default seangs, from OpenDP
library’s version of the Minuteman solu&on 
from the NIST Development Contest. 

• Differen&ally Private, Epsilon 10

• Feature set: AGEP, SEX, MSP, RAC1P, 
HOUSING_TYPE, OWN_RENT, EDU, 
PINCP_DECILE, DVET, DEYE



OpenDP: MST Target: Unmarried Child



Moritz Hardt [IBM Almaden Research]
Katrina Lige_ [Caltech] 
Frank McSherry [Microso` Research]

Unnamed Open-DP Implementor [? ] 

ODP-MWEM 

• Algorithm initializes synthetic data with 
random values and then iteratively refines 
its distribution to mimic noisy query results 
on ground truth data. 

• Generated using the OpenDP library, with 
improvements to efficiency and query set!  

• Differentially Private, Epsilon 10

• Feature set: AGEP, SEX, MSP, RAC1P, 
HOUSING_TYPE, OWN_RENT, EDU, 
PINCP_DECILE, DVET



OpenDP: MST Target: Unmarried ChildOpenDP: MWEM



PATE-GAN:
James Jordon [University of Oxford], Jinsung Yoon∗
[UCLA ], Mihaela van der Schaar [University of 
Cambridge, UCLA, Alan Turing InsMtute]

CT-GAN:
Lei Xu [MIT], Alfredo Cuesta-Infante [Universidad Rey 
Juan Carlos Móstoles], Maria Skoularidou [University of 
Cambridge], Kalyan Veeramachaneni [MIT]

PATE-CTGAN 
• CondiJonal tabular GAN using Private 

AggregaJon of Teacher Ensembles. 

• Generated from OpenDP library

• DifferenJally Private, Epsilon 10

• Feature set: AGEP, SEX, MSP, RAC1P, 
HOUSING_TYPE, OWN_RENT, EDU, 
PINCP_DECILE, DVET, DEYE



OpenDP: MST Target: Unmarried ChildOpenDP: MWEM

OpenDP: PATE-CTGAN



Sivakanth Gopi, Sepideh Mahabadi, and 
Sergey Yekhanin [Microso` Research]

PAC-Synth 
• Algorithm creates an internally 

consistent set of overlapping 
marginal counts (A, B, A∩B), and 
then samples new records from 
that distribution while maintaining 
consistency. (records with null 
values were removed)

• Generated from OpenDP library

• Differentially Private, Epsilon 10

• Feature set: AGEP, SEX, MSP, 
RAC1P, HOUSING_TYPE, 
OWN_RENT, EDU, PINCP_DECILE, 
DVET, DEYE



OpenDP: MST Target: Unmarried ChildOpenDP: MWEM

OpenDP: PATE-CTGANOpenDP: PAC-SYNTH



The Synthe)c Data Vault Project was first created at 
MIT’s Data to AI Lab in 2016. ADer 4 years of research 
and trac)on with enterprise, we created DataCebo in 
2020 with the goal of growing the project. Today, 
DataCebo is the proud developer of SDV, the largest 
ecosystem for synthe)c data genera)on & evalua)on. 
682 Thousand downloads

Basic 
Se@ng: 

Copula
Setting: 

SDV-Basic & SDV-Copula

• Basic GAN (FAST_ML) and Copula 
GAN syntheJc data generaJon. 

• Data was generated using the 
SyntheJc Data Vault open source 
python library:  hTps://sdv.dev/SDV/

• Is not differenJally private

• Is popular: 682K downloads

• Feature set: Full 22 features from 
the Diverse Community Benchmarks

https://sdv.dev/
https://dai.lids.mit.edu/
https://datacebo.com/


OpenDP: MST Target: Unmarried ChildOpenDP: MWEM

OpenDP: PATE-CTGANOpenDP: PAC-SYNTH SDVault: Fast-ML GANSDVault: Copula



Genera&ve Modeling of Complex Data 
Luca Canale, Nicolas Grislain, Grégoire Lothe, Johan 
Leduc [Sarus Technology]

Sarus 

• Data is generated using a Transformer 
network (similar to LLM).  New records are 
generated iteratively, one column at a 
time.  

• Data Submitted to the CRC by Nicolas 
Grislain and Luca Canale [Sarus]. 

• Is differentially private, Epsilon = 10

• Feature set: AGEP, SEX, MSP, RAC1P, 
HOUSING_TYPE, OWN_RENT, EDU, 
PINCP_DECILE, DVET, DEYE



OpenDP: MST Target: Unmarried ChildOpenDP: MWEM

OpenDP: PATE-CTGANOpenDP: PAC-SYNTH SDVault: Fast-ML GANSDVault: Copula SARUS: Transformer NN



Submi&ng Library Credit: 
R synthpop, default seHngs

CART-Trees
• New records are generated one feature at a &me, 

using a sequence of decision trees that select 
plausible new values for each feature based on 
the values synthesized for previous features.  

• Is a popular solu&on for higher dimensional 
government data: Scoash Longitudinal Survey, 
StatCan, CDC, Knexus: Census ACS/ABS/AHS, 
Urban Ins&tute: IRS.  

• Data was generated using the open-source R 
Synthpop library, from Gillian Raab and Beata 
Nowok. h_ps://www.synthpop.org.uk/get-started.html

• Is not differen&ally private

• Feature set: Full 22 features from CRC benchmark

Relevant Papers: 
Several, see sidebar à



OpenDP: MST Target: Unmarried ChildOpenDP: MWEM

OpenDP: PATE-CTGANOpenDP: PAC-SYNTH SDVault: Fast-ML GANSDVault: Copula

Synthpop: CART-TREE

SARUS: Transformer NN



Blog/Image Credit: Fernando López [Towards Data Science]

Original Paper: SMOTE: Synthe;c Minority Over-sampling Technique  (2002)
Nitesh V. Chawla [University of South Florida], Kevin W. Bowyer [University of 
Notre Dame], Lawrence O. Hall [University of South Florida], W. Philip 
Kegelmeyer [Sandia NaOonal Laboratories]

Submi3ng Researcher Credit: 
Yan Zhao [UT Dallas]

SMOTE
• New data is generated using linear 

interpolation on ground truth data to find 
new, plausible points that fill the same  
distribution of the original data. 

• Data generator was implemented, tuned, 
and submitted to the CRC by Yan Zhao of 
UT Dallas. 

• Is not differentially private

• Feature set: AGEP, SEX, MSP, RAC1P, 
HOUSING_TYPE, OWN_RENT, EDU, 
PINCP_DECILE, DVET, DEYE



OpenDP: MST OpenDP: MWEM Synthpop: CART-TREE UT Dallas: SMOTE

OpenDP: PATE-CTGANOpenDP: PAC-SYNTH SDVault: Fast-ML GANSDVault: Copula

Target: Unmarried Child

SARUS: Transformer NN



OpenDP: MST OpenDP: MWEM Synthpop: CART-TREE UT Dallas: SMOTE

OpenDP: PATE-CTGANOpenDP: PAC-SYNTH SDVault: Fast-ML GAN

Target >70% Disabled Vet

SDVault: Copula SARUS: Transformer NN



OpenDP: MST OpenDP: MWEM Synthpop: CART-TREE UT Dallas: SMOTE

OpenDP: PATE-CTGANOpenDP: PAC-SYNTH SDVault: Fast-ML GAN

Target >70% Disabled Vet

SDVault: Copula SARUS: Transformer NN



Utility Metrics: The Consistency Checks Metric

In real world survey 
data, it’s common for 
records features to 
have deterministic 
dependencies on each 
other.

In fact, this is almost 
impossible to avoid (ex: 
knowing someone’s 
AGE= 5,  necessarily 
tells you something 
about their income and 
education).

But these relationships 
may be tricky for some 
model to pick up on 
automatically.   



OpenDP: MST Record Inconsistencies

OpenDP: PATE-CTGAN

OpenDP: MWEM

OpenDP: PAC-SYNTH SDVault: Fast-ML GAN

Synthpop: CART-TREE UT Dallas: SMOTE

SDVault: Copula SARUS: Transformer NN



UDlity Metrics: The EducaDon/Income Regression Metric

Our work with analysts 
at the US Census 
Bureau highlighted the 
importance of retaining 
good regression 
performance on the 
privatized data.

But regression is tricky–
you’re fitting a line (or 
a curve) to a potentially 
complicated data 
distribution.

This metric takes two 
features that we know 
have different 
correlations for 
different demographic 
subgroups and explores 
how that impacts a 
simple linear regression

Original Data Distribu?on Shape Deiden?fied Data Distribu?on Shape

The correlation patterns 
between educational 
attainment and financial 
features differs for 
different racial groups. 

A simple linear regression between educational attainment (x-axis) and income decile 
(y-axis), with a normalized heatmap showing the underlying distribution. 



Target Data: Edu. vs Inc. OpenDP: MST

OpenDP: PATE-CTGAN

OpenDP: MWEM

OpenDP: PAC-SYNTH SDVault: Fast-ML GAN

Synthpop: CART-TREE UT Dallas: SMOTE

SDVault: Copula SARUS: Transformer NN



Target Data: Edu. vs Inc. OpenDP: MST

OpenDP: PATE-CTGAN

OpenDP: MWEM

OpenDP: PAC-SYNTH SDVault: Fast-ML GAN

Synthpop: CART-TREE UT Dallas: SMOTE

SDVault: Copula SARUS: Transformer NN



Target Data: Edu. vs Inc. OpenDP: MST

OpenDP: PATE-CTGAN

OpenDP: MWEM

OpenDP: PAC-SYNTH SDVault: Fast-ML GAN

Synthpop: CART-TREE UT Dallas: SMOTE

SDVault: Copula SARUS: Transformer NN



White Men: Edu. vs Inc. OpenDP: MST

OpenDP: PATE-CTGAN

OpenDP: MWEM

OpenDP: PAC-SYNTH SDVault: Fast-ML GAN

Synthpop: CART-TREE UT Dallas: SMOTE

SDVault: Copula SARUS: Transformer NN



Black Men: Edu. vs Inc. OpenDP: MST

OpenDP: PATE-CTGAN

OpenDP: MWEM

OpenDP: PAC-SYNTH SDVault: Fast-ML GAN

Synthpop: CART-TREE UT Dallas: SMOTE

SDVault: Copula SARUS: Transformer NN



Tumult Group-by 
• Generated from a DP group-by 

counting query (and then unrolled 
from a histogram to deidentified), 
using the Tumult Analytics open-
source library: 
https://docs.tmlt.dev/analytics/latest/installatio
n.html

• Differentially Private, Epsilon 10

• We didn’t quite have enough memory 
to run all 9 features for comparison 
with the other approaches. Feature 
set: SEX, MSP, RAC1P, HOUSING_TYPE, 
OWN_RENT, EDU, PINCP_DECILE, DVET

ϵKTELO: A Framework for Defining Differen&ally Private 
Computa&ons
Dan Zhang, Ryan McKenna, Ios Kotsogiannis, George Bissias, 
Michael Hay, Ashwin Machanavajjhala, Gerome Miklau

https://docs.tmlt.dev/analytics/latest/installation.html
https://docs.tmlt.dev/analytics/latest/installation.html


ϵKTELO: A Framework for Defining Differen&ally Private 
Computa&ons
Dan Zhang, Ryan McKenna, Ios Kotsogiannis, George Bissias, 
Michael Hay, Ashwin Machanavajjhala, Gerome Miklau

Tumult Group-by 
• Generated from a DP group-by 

counting query (and then unrolled 
from a histogram to deidentified), 
using the Tumult Analytics open-
source library: 
https://docs.tmlt.dev/analytics/latest/installatio
n.html

• Differentially Private, Epsilon 10

• We didn’t quite have enough memory 
to run all 9 features for comparison 
with the other approaches. Feature 
set: SEX, MSP, RAC1P, HOUSING_TYPE, 
OWN_RENT, EDU, PINCP_DECILE, DVET

White Men Black Men

Target Data Synth Data

https://docs.tmlt.dev/analytics/latest/installation.html
https://docs.tmlt.dev/analytics/latest/installation.html


There’s More: Other 
Metrics in the Report

• Here we show some of the other metrics 
that are included in the report tool. This 
data was contributed by Mag Williams [RTI], 
using the R NPBayesImputeCat library. 

• The k-marginal metric (from the NIST 
challenges) provides an overall edit distance 
between the real and deiden&fied 
distribu&on.  1000 is a perfect match. 

• Propensity metrics train a classifier to 
predict whether a record is real or 
synthe&c– the closer the lines are, the more 
confused the classifier, and beger u&lity. 

• The univariates and pairwise Pearson 
Correla?on metric helps iden&fy which 
features are not being modeled as well. 

• The ”Apparent Match” metric measures 
privacy as a simple reiden&fica&on risk.  
There were 0 apparent matches in this data.
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Univariate: 



There’s More: Other 
Metrics in the Report

• Here we show some of the other metrics 
that are included in the report tool. This 
data was contributed by Matt Williams [RTI], 
using the R NPBayesImputeCat library. 

• The k-marginal metric (from the NIST 
challenges) provides an overall edit distance 
between the real and deidentified 
distribution.  1000 is a perfect match. 

• Propensity metrics train a classifier to 
predict whether a record is real or 
synthetic– the closer the lines are, the more 
confused the classifier, and better utility. 

• The univariates and pairwise Pearson 
Correlation metric helps identify which 
features are not being modeled as well. 

• The ”Apparent Match” metric measures 
privacy as a simple reidentification risk.  
There were 0 apparent matches in this data.

Propensity:K-Marginal: 

Pearson’s Correlation: 
Univariate: 



Comparing DP to Tradi0onal
Disclosure Avoidance

• The benchmark data and report tool can 
be used to compare any deiden)fica)on 
technique, not just synthe&c data

• Cuong Tran, Keyu Zhu, Saswat Das are 
exploring how tradi&onal anonymiza&on 
techniques like Swapping and Cell 
Suppression compare to DP Histograms.  
Older techniques work to remove or 
alter records that are more vulnerable to 
reiden&fica&on, but this may have 
disparate impact on diverse 
communi&es. 

• They’ve also made randomized variants 
of older techniques with formal privacy. 

• Looking at the Pearson Correla&on 
Metric, we see how different approaches 
respond to the diverse community data. 

Pearson

Pearson PearsonPearson

Pearson

DP Swapping DP Cell Suppression DP Histogram

Tradi?onal Swapping Traditional Cell Supp. 



Just A Basic Laplace Histogram

hJps://gist.github.com/jnear/9ad33
acfce0edc0f220eaabd4b11eb41

• Joe Near [University of Vermont] demonstrates 
the benefits benchmark data on the tiny scale 
too.  This is just a simple Laplace Histogram in 
Jupyter Notebook, looking at a two histogram of 
Race (RAC1P) and Geography (PUMA). Eps. = 10. 

• He notes that the relative error is much worse for 
some groups than others. 

• Let’s stop to consider the definition of the RAC1P 
feature.  The Native (AIANHN) demographic is 
split into finer-grained labels than other 
demographic groups, and this also splits the 
population group into much smaller counts.  In 
the MA data set, some subgroups are so small we 
erase them when we provide privacy. 

• For more clear, accessible explanations of 
Differential Privacy, its variants, and its 
implementation on real data, you should check 
out Joe Near and Chike Abuah’s book--
Programming Differential Privacy
https://programming-dp.com
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too.  This is just a simple Laplace Histogram in 
Jupyter Notebook, looking at a two histogram of 
Race (RAC1P) and Geography (PUMA). Eps. = 10. 

• He notes that the relative error is much worse for 
some groups than others. 

• Let’s stop to consider the definition of the RAC1P 
feature.  The Native (AIANHN) demographic is 
split into finer-grained labels than other 
demographic groups, and this also splits the 
population group into much smaller counts.  In 
the MA data set, some subgroups are so small we 
erase them when we provide privacy. 

• For more clear, accessible explanations of 
Differential Privacy, its variants, and its 
implementation on real data, you should check 
out Joe Near and Chike Abuah’s book--
Programming Differential Privacy
https://programming-dp.com
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Just A Basic Laplace Histogram



Research Engineering Engagement

So, got an Open Problem in 
mind yet? 

• Consistency: Not only why do some methods automatically catch record consistency and others don’t.  Why do different 
methods do better on *different* feature categories?   How does epsilon impact this?   How can we improve results? 

• Through the looking glass: Why (and how, and when) do data modeling techniques magnify some parts of the population 
and shrink others?   What’s happening when GANs introduce artifacts, or marginal methods reduce diversity? 

• Equity and bias: What happens when a minority demographic has a different pattern of feature correlations than the 
majority (see regression metric)?   Which methods are more or less expressive for retaining these differences and why?  

• Granularity: What happens when a feature definition gives fine-grained information on a particular demographic group, 
causing only that group to be more sparsely spread out across the data space?    (Consider RAC!P and AIANHN, or DVET 
and military veterans). Which privacy approaches handle this more or less gracefully?  How can we improve? 

• More exciting feature sets:  All of the experiments here were done with less than half the features in the data.  How do 
these results change when you’re running on 15 features?  On all 22?   What if you consider weights, or household joins? 

• The thing you mention to me when you come up to ask how to register your team during the break: I’m looking forwards 
to hearing about it! 

Here’s some that have been bugging us: 
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• There’s three data sets.  MA 
(North Boston) is less diverse, 
TX (West Dallas) is more 
diverse, and NATIONAL are 20 
of the hardest geographies we 
could find from around the 
country – they were used to 
help select the final version of 
the Census DAS algorithm.  

• There’s a .json data dictionary 
and detailed usage guidance. 
We make configuring easy.  

• There’s some really pretty 
documentation that I and DJ 
Streat spent a long time 
making, and you should go 
appreciate it. 
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Important Stuff: Report 
• It’s easy to run the report tool yourself if 

you want.  The readme gives step-by-step 
installation instructions. 

• To run you just tell it the path to your 
deidentified data and whether you want 
to use “MA”, “TX” or “NATIONAL” as the 
ground truth target data. 

• It yells at you (politely) if your data isn’t in 
the correct schema–that’s easy to correct. 

• You can run on any subset of the features. 
Really!   *(slightly more true for version 2.0)

• The tool produces both machine-readable 
csv results and a human-readable html 
report. The report includes citations,  
explanations for the metrics, and a data 
dictionary for easy reference

• Version 2.0 will be out 2/20, including the 
new regression and consistency metrics. 



Important Stuff: Register 
Your Team, Submit Data
• We’re launching now! 

• Google “CollaboraJve Research Cycle”.  I 
made that phrase up, so we’ve got great 
SEO at the moment.  

• There’s a link to sign up for our newsleTer, 
we’ll have blogposts and updates and 
you’re welcome to follow along even if 
you’re not parJcipaJng. 

• But there’s also a link to register your team, 
and it would be great if you’d parJcipate. 

• The data submission site will be live soon 
(expected 2/20). Right now we’re collecJng 
data and algorithms.  Submit early and 
open, as many Jmes as you like. 

• They don’t have to be good algorithms!   
We want to study everything. 
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• We’re launching now! 

• Google “Collaborative Research Cycle”.  I 
made that phrase up, so we’ve got great 
SEO at the moment.  

• There’s a link to sign up for our newsletter, 
we’ll have blogposts and updates and 
you’re welcome to follow along even if 
you’re not participating. 

• But there’s also a link to register your team, 
and it would be great if you’d participate. 

• The data submission site will be live soon 
(expected 2/20). Right now we’re collecting 
data and algorithms.  Submit early and 
often, as many times as you like. 

• They don’t have to be good algorithms!   
We want to study everything. 

Google “CollaboraDve Research Cycle”
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Early May: 
We release a Research 
AcceleraJon Bundle of 
everyone’s approaches, 
data and metric results. 
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Find a neat open problem and look into it. 
We’ll be sharing our own work all summer 
with blogs, new tools and invited SME talks.  



Important Stuff: Timeline

Feb – April: 
Configure your/any 
approach for our 
data and submit

Early May: 
We release a Research 
Acceleration Bundle of 
everyone’s approaches, 
data and metric results. 

May - September:
Find a neat open problem and look into it. 
We’ll be sharing our own work all summer 
with blogs, new tools and invited SME talks.  

Late September:
Submit to our Jny paper 
(3pg + appendix) 
workshop in November.  
Incremental results are 
fine!  You’ll have Jme to 
extend it for submission 
to PPAI next year. QuesJons?   Email me at ChrisJne.task@knexusresearch.cm

Or Gary Howarth at Gary.Howarth@nist.gov

mailto:Christine.task@knexusresearch.com
mailto:Gary.Howarth@nist.gov

